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Context
• Basic physics of turbulent plasma involved in 

(leptonic) gamma-ray production by GRB’s, AGN, 
and the Crab Nebula 

• Use gamma-rays to constrain GRB progenitor 
environment 

• Questions about astrophysical conditions 
necessary for rapid variability



GRB Afterglow

flects the size of the emitting region, and that
the MeVand GeVemissions around the time of
the 73-GeV photon at T0 + 19 s are cospatial, the
requirement that the optical depth due to gg opacity
be less than 1 then implies that the minimum bulk
Lorentz factor is Gmin ¼ 455þ16

−13 . Here, a SBPL fit
to the GBM spectrum in the interval 11.5 to 33.0 s
(table S1) and a minimum variability time scale
of 0.04 T 0.01 s are used (17). The cospatial as-

sumption is, however, questionable given the
different time histories in the MeVand GeVemis-
sion. Moreover, values of Gmin that are smaller
by a factor of 2 to 3 can be realized for models
with time-dependent g-ray opacity in a thin-shell
model (21).

The delayed onset of the LAT-detected emis-
sion with respect to the GBM-detected emission is
an important clue to the nature of GRBs (13). For

GRB 130427A, the LAT-detected emission be-
comes harder and more intense after the GBM-
detected emission has faded (Fig. 3). This suggests
that the GeV emission is produced later than the
keV-MeV emission and in a different region. In
particular, if the keV-MeV emission comes from
interactions within the outflow itself, the GeV
emission arises from the outflow’s interactions
with the circumburst medium.

Fig. 2. Temporally extended LAT emission. Top: LAT energy flux (blue)
and photon flux (red) light curves. The photon flux light curve shows a
significant break at a few hundred seconds (red dashed line), whereas the
energy flux light curve is well described by a single power law (blue dashed
line). The 10 keV to 10 MeV (GBM, gray) and 0.3 to 10 keV (XRT + BAT, light
blue) energy flux light curves are overplotted. The inset shows an expanded
view of the first 50 s with a linear axes, with the photon flux light curve from
the GBM (in units of 10–2 photons cm–2 s–1) plotted in gray for comparison.
Middle: LAT photon index. Bottom: Energies of all the photons with prob-

abilities >90% of being associated with the GRB (17). Solid circles cor-
respond to the photon with the highest energy for each time interval. Note
that the photons plotted here are “source” class photons, whereas the
photons in Figs. 1 and 3 are “transient” class photons (17). The vertical gray
lines indicate the first two time intervals during which the burst was occulted
by Earth. As the autonomous repoint request moved the center of the LAT
field of view toward the GRB position, the effective collecting area in that
direction increased, so that after ~100 s the rate of photons increased even
though the intrinsic flux decreased.

www.sciencemag.org SCIENCE VOL 343 3 JANUARY 2014 45

RESEARCH ARTICLES

Fermi-LAT Observations of the
Gamma-Ray Burst GRB 130427A
M. Ackermann,1 M. Ajello,2 K. Asano,3 W. B. Atwood,4 M. Axelsson,5,6,7 L. Baldini,8 J. Ballet,9

G. Barbiellini,10,11 M. G. Baring,12 D. Bastieri,13,14 K. Bechtol,15 R. Bellazzini,16 E. Bissaldi,17

E. Bonamente,18,19 J. Bregeon,16 M. Brigida,20,21 P. Bruel,22 R. Buehler,1 J. Michael Burgess,23

S. Buson,13,14 G. A. Caliandro,24 R. A. Cameron,15 P. A. Caraveo,25 C. Cecchi,18,19 V. Chaplin,23

E. Charles,15 A. Chekhtman,26 C. C. Cheung,27 J. Chiang,15* G. Chiaro,14 S. Ciprini,28,29 R. Claus,15

W. Cleveland,30 J. Cohen-Tanugi,31 A. Collazzi,32 L. R. Cominsky,33 V. Connaughton,23

J. Conrad,34,6,35,36 S. Cutini,28,29 F. D’Ammando,37 A. de Angelis,38 M. DeKlotz,39 F. de Palma,20,21

C. D. Dermer,27* R. Desiante,10 A. Diekmann,40 L. Di Venere,15 P. S. Drell,15 A. Drlica-Wagner,15

C. Favuzzi,20,21 S. J. Fegan,22 E. C. Ferrara,41 J. Finke,27 G. Fitzpatrick,42 W. B. Focke,15

A. Franckowiak,15 Y. Fukazawa,43 S. Funk,15 P. Fusco,20,21 F. Gargano,21 N. Gehrels,41 S. Germani,18,19

M. Gibby,40 N. Giglietto,20,21 M. Giles,40 F. Giordano,20,21 M. Giroletti,37 G. Godfrey,15 J. Granot,44

I. A. Grenier,9 J. E. Grove,27 D. Gruber,45 S. Guiriec,41,32 D. Hadasch,24 Y. Hanabata,43 A. K. Harding,41

M. Hayashida,15,46 E. Hays,41 D. Horan,22 R. E. Hughes,47 Y. Inoue,15 T. Jogler,15 G. Jóhannesson,48

W. N. Johnson,27 T. Kawano,43 J. Knödlseder,49,50 D. Kocevski,15 M. Kuss,16 J. Lande,15 S. Larsson,34,6,5

L. Latronico,51 F. Longo,10,11 F. Loparco,20,21 M. N. Lovellette,27 P. Lubrano,18,19 M. Mayer,1

M. N. Mazziotta,21 J. E. McEnery,41,52 P. F. Michelson,15 T. Mizuno,53 A. A. Moiseev,54,52

M. E. Monzani,15 E. Moretti,7,6 A. Morselli,55 I. V. Moskalenko,15 S. Murgia,15 R. Nemmen,41 E. Nuss,31

M. Ohno,43 T. Ohsugi,53 A. Okumura,15,56 N. Omodei,15* M. Orienti,37 D. Paneque,57,15 V. Pelassa,23

J. S. Perkins,41,58,54 M. Pesce-Rollins,16 V. Petrosian,15 F. Piron,31 G. Pivato,14 T. A. Porter,15

J. L. Racusin,41 S. Rainò,20,21 R. Rando,13,14 M. Razzano,16,4 S. Razzaque,59 A. Reimer,60,15

O. Reimer,60,15 S. Ritz,4 M. Roth,61 F. Ryde,7,6 A. Sartori,25 P. M. Saz Parkinson,4 J. D. Scargle,62

A. Schulz,1 C. Sgrò,16 E. J. Siskind,63 E. Sonbas,41,64,30 G. Spandre,16 P. Spinelli,20,21 H. Tajima,15,56

H. Takahashi,43 J. G. Thayer,15 J. B. Thayer,15 D. J. Thompson,41 L. Tibaldo,15 M. Tinivella,16

D. F. Torres,24,65 G. Tosti,18,19 E. Troja,41,52 T. L. Usher,15 J. Vandenbroucke,15 V. Vasileiou,31

G. Vianello,15,66* V. Vitale,55,67 B. L. Winer,47 K. S. Wood,27 R. Yamazaki,68 G. Younes,30,69 H.-F. Yu,45

S. J. Zhu,52* P. N. Bhat,23 M. S. Briggs,23 D. Byrne,42 S. Foley,42,45 A. Goldstein,23 P. Jenke,23

R. M. Kippen,70 C. Kouveliotou,69 S. McBreen,42,45 C. Meegan,23 W. S. Paciesas,30 R. Preece,23

A. Rau,45 D. Tierney,42 A. J. van der Horst,71 A. von Kienlin,45 C. Wilson-Hodge,69 S. Xiong,23*
G. Cusumano,72 V. La Parola,72 J. R. Cummings41,73

The observations of the exceptionally bright gamma-ray burst (GRB) 130427A by the Large
Area Telescope aboard the Fermi Gamma-ray Space Telescope provide constraints on the
nature of these unique astrophysical sources. GRB 130427A had the largest fluence,
highest-energy photon (95 GeV), longest g-ray duration (20 hours), and one of the largest
isotropic energy releases ever observed from a GRB. Temporal and spectral analyses of
GRB 130427A challenge the widely accepted model that the nonthermal high-energy emission
in the afterglow phase of GRBs is synchrotron emission radiated by electrons accelerated
at an external shock.

Gamma-ray bursts (GRBs) are thought to
originate from collapsing massive stars
or merging compact objects (such as neu-

tron stars or black holes), and are associated with
the formation of black holes in distant galaxies.
GRB 130427Awas detected by both the Large
Area Telescope (LAT) and the Gamma-ray Burst
Monitor (GBM) aboard the Fermi Gamma-ray
Space Telescope. The LAT is a pair-conversion
telescope that observes photons from 20 MeV
to >300 GeV with a 2.4-steradian field of view
(1). The GBM consists of 12 sodium iodide (NaI,
8 keV to 1 MeV) detectors and two bismuth ger-
manate (BGO, 200 keV to 40 MeV) detectors,
positioned around the spacecraft to view the en-
tire unocculted sky (2).

In the standard model of GRBs, the blast wave
that produces the initial, bright prompt emission
later collides with the external material surround-
ing the GRB (the circumburst medium) and cre-

ates shocks [see, e.g., (3)]. These external shocks
accelerate charged particles, which produce pho-
tons through synchrotron radiation. Until this
burst, the high-energy emission fromLAT-detected
GRBs had been well described by this model,
but GRB 130427A challenges this widely ac-
cepted model. In particular, the maximum pos-
sible photon energy prescribed by this model is
surpassed by the the late-time high-energy pho-
tons detected by the LAT. The LAT detected high-
energy g-ray emission from this burst for almost
a day, including a 95-GeV photon [which was
emitted at 128 GeV in the rest frame at redshift
z = 0.34 (4)] a fewminutes after the burst began
and a 32-GeV photon (43 GeV in the rest frame)
after more than 9 hours. These were more ener-
getic and were detected at considerably later times
than the previous record holder, an 18-GeV pho-
ton detected by the Energetic Gamma Ray Ex-
periment Telescope (EGRET) aboard the Compton

Gamma Ray Observatory more than 90 min after
GRB 940217 began (5).

Observations
At 07:47:06.42 UTC on 27 April 2013 (T0), while
Fermi was in the regular survey mode, the GBM
triggered on GRB 130427A. The burst was suffi-
ciently hard and intense to initiate an autono-
mous repoint request (6)—a spacecraft slewing
maneuver that keeps the burst within the LAT
field of view for 2.5 hours, barring Earth oc-
cultation. At the time of the GBM trigger, the
Swift Burst Alert Telescope (BAT) was slewing
between two planned targets; the BAT triggered
on the ongoing burst at 07:47:57.51 UTC imme-
diately after completing the slew (7), 51.1 s after
the GBM trigger. The CARMA millimeter-wave
observatory localized this burst toR.A.=173.1367°,
Dec. = 27.6989° (J2000) with an uncertainty of
0.4 arc sec (8). The Rapid Telescopes for Optical
Response (RAPTOR) detected bright optical emis-
sion from the GRB, peaking at a red-band mag-
nitude ofR= 7.03 T 0.03 around the GBM trigger
time before fading to R ≈ 10 about 80 s later (9).
The Gemini-North observatory reported a red-
shift of z = 0.34 (4), and an underlying supernova
has been detected (10). A total of 58 observa-
tories have reported observations of this burst as
of September 2013.

At the time of the GBM trigger, the GRBwas
47.3° from the LAT boresight, well within the
LAT field of view. The autonomous repoint re-
quest brought the burst to 20.1° from the LAT
boresight, based on the position calculated by the
GBM flight software. It remained in the LAT
field of view for 715 s until it became occulted by
Earth, reemerging from Earth occultation at T0 +
3135 s. Within the first ~80 ks after the trigger, the
LAT detected more than 500 photons with en-
ergies greater than 100 MeVassociated with the
GRB; the previous record holder was GRB
090902B, with ~200 photons (11). In addition, the
LAT detected 15 photonswith energies greater than
10GeV (versus only 3 photons for GRB090902B).
Using the LAT Low Energy (LLE) event selec-
tion (12), which considerably increases the LAT
effective collecting area to lower-energy g-rays
down to 10 MeV (with adequate energy recon-
struction down to 30 MeV) (13, 14), thousands of
counts above background were detected between
T0 and T0 + 100 s.

Temporal Characteristics
The temporal profile of the emission from GRB
130427Avaries strongly with energy from 10 keV
to ~100 GeV (Figs. 1 and 2). The GBM light
curves consist of an initial peak lasting for a
few seconds, a much brighter multipeaked emis-
sion episode lasting ~10 s, and a dim, broad peak
at T0 + 120 s, which fades to an undetectable
level after ~300 s [also seen in the Swift light
curve (7)].

The triggering pulse observed in the LLE
(>10 MeV) light curve is more sharply peaked
than the NaI- and BGO-detected emission at T0.
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Inverse cascade of relativistic MHD 3

Fig. 2.— The temporal evolution of PM (k, t) at seven represen-
tative wavenumbers. Heavier ink denotes larger scales. The dashed
line shows a power law with index �4/3

small to large scales.
Indeed, as shown in Figure 2 the magnetic energy spec-

trum PM (k, t) is an increasing function of time for small
k at early times. For each wavenumber k < k0, there is
a turn-over time ⌧k when @

@tPM (k, t) switches sign. ⌧k
is thus the time when coherent magnetic field structures
of wavenumber k are fully developed, and captures the
time required for the magnetic field to assemble itself
at length scale k�1. At times t > ⌧k, the amplitude
of wavenumber k structures diminishes as a power law in
time, PM (k, t) / t� where � is measured to be�1.3±0.03.
The fiducial value of �4/3 will be adopted for simplicity.
Figure 3 shows PM (k, t) at several times throughout

the simulation. After a fraction of an Alfvén time, the
magnetic energy spectrum relaxes to a form which is well
described by a split power law

PM (k, tA) /

8
<

:
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k0

⌘↵
k < k0
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k0

⌘�
k � k0

. (2)

where the sub-inertial and inertial range indices are mea-
sured to be ↵ = 3.50 ± 0.04 and � = �1.91 ± 0.005
respectively. The values ↵ = 7/2 and � = �2 will be
adopted for simplicity. We note here that the magnetic
energy spectrum is found to be significantly steeper than
5/3 as is predicted in the Goldreich-Sridhar (Goldreich
& Sridhar 1995) phenomenology. 5/3 scaling has been
verified numerically in strong Alfvén wave turbulence as
well as isotropic MHD turbulence driven kinetically at
large scales (see e.g. Tobias et al. 2011, for a review).
However, it appears that isotropic, freely decaying MHD
turbulence has a slope that is significantly steeper than
is predicted by the Goldreich-Sridhar theory.
As shown in the upper panel of Figure 4, the break

in the power spectrum lies at kt / t� where � is con-
sistent with the value of �2/5 predicted by scaling ar-
guments made in Shiromizu (1998) and Olesen (1997).
Throughout the simulation, the sub-inertial and inertial
range indices remain fixed, with the peak of magnetic en-
ergy moving down and to the left on the axes of Figure
3. In other words, the evolution of the magnetic energy

Fig. 3.— PM (k, t) shown at nine representative times, including
t = 0 and proceeding through t = 22.6tA with lines of increasing
width. The dashed lines show power laws with indices 3.5 and
�2 for the scales larger and smaller than the injection scale 2⇡/k0
respectively. The dashed-dotted line shows PM (k, ⌧k) / k4/3.

spectrum is very nearly self-similar, being well-described
by

PM (k, t) = s��+�PM (ks�� , tA) (3)

where s = t/tA and � = �4/3 is the power-law in-
dex for decay at all wavenumbers larger than kt, as
shown in Figure 2. In this empirical model the mag-
netic energy at each scale larger than k�1

t grows pro-
portionally to t�(��↵)+� = t13/15 and the energy as-
sociated with peak magnetic structures, PM (kt, t) di-
minishes as t��+� = t�8/15. Those peaks trace out
PM (k, ⌧k) / k4/3 as shown in the dashed-dotted line of
Figure 3. In the limit of Lkt ! 1 the total magnetic en-
ergy EM (t) / t�(�+1)+� = t�14/15 as shown in the lower
panel of 4.

4. DISCUSSION

4.1. Comparison with other studies

Direct numerical simulation of freely decaying non-
helical MHD turbulence have been carried out by Chris-
tensson et al. (2001) and Banerjee & Jedamzik (2004)
which report selective decay and no inverse cascade.
Nevertheless, it is possible that an inverse cascade was
present, but hidden beneath the sub-inertial part of
the imposed energy spectrum, for which indices of 2
and 4 were chosen by each study respectively. It was
observed here that the locus of peak spectral energy
PM (k, ⌧k) / k4/3, so additional scale separation might
have been required in those studies for an inverse cas-
cade to become apparent. Our results are in general
agreement with those of Brandenburg et al. (2014), which
are based on direct numerical simulations of non-helical,
non-relativistic MHD turbulence done with very high res-
olution. That study reported a slightly steeper slope of
the sub-inertial range.
Inverse cascading of magnetic energy in the test-

field limit was also reported very recently by Berera &
Linkmann (2014). This study found that passive vector
fields advected within fully developed, isotropic hydrody-
namic turbulence attain coherency over increasing sptial
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ABSTRACT

The free decay of nonhelical relativistic magnetohydrodynamic turbulence is studied numerically, and found to
exhibit cascading of magnetic energy toward large scales. Evolution of the magnetic energy spectrum PM (k, t) is
self-similar in time and well modeled by a broken power law with subinertial and inertial range indices very close
to 7/2 and −2, respectively. The magnetic coherence scale is found to grow in time as t2/5, much too slow to
account for optical polarization of gamma-ray burst afterglow emission if magnetic energy is to be supplied only at
microphysical length scales. No bursty or explosive energy loss is observed in relativistic MHD turbulence having
modest magnetization, which constrains magnetic reconnection models for rapid time variability of GRB prompt
emission, blazars, and the Crab nebula.

Key words: gamma-ray burst: general – magnetic fields – magnetohydrodynamics (MHD) – turbulence
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1. INTRODUCTION

Freely decaying magnetohydrodynamic (MHD) turbulence is
a phenomenon of fundamental importance within the theory of
magnetized fluids. That its operation may include the cascading
of energy toward larger scales bears far-reaching implications
in cosmology and high-energy astrophysics. For example, the
strength and coherence scale of the present-day galactic mag-
netic field could be explained by inverse cascading from ex-
tremely small-scale fields seeded by phase transitions in the
early universe (Field & Carroll 2000; Tevzadze et al. 2012).
Inverse cascading of magnetic energy, if sufficiently fast, could
also explain recent measurements of strong optical polariza-
tion in gamma-ray burst (GRB) afterglows (Uehara et al. 2012;
Mundell et al. 2013), where magnetic energy production is be-
lieved to operate only at very small scales.

Turbulent inverse cascades are associated with the accumu-
lation of energy at wavelengths longer than the turbulence inte-
gral scale. They entail the self-organization of turbulent struc-
tures, wherein order emerges from chaotic initial conditions.
A familiar example is that of two-dimensional hydrodynamic
turbulence, where inverse cascading of kinetic energy is a con-
sequence of global enstrophy conservation. Inverse cascades are
qualitatively distinct from direct cascades in that they shift en-
ergy away from, rather than toward, the dissipation scale. In gen-
eral, turbulent energy flux moves in both directions. However, in
three-dimensional hydrodynamic turbulence, modes above the
integral scale are damped by instabilities faster than they are
pumped by motions in the inertial range.

Since the work of Frisch et al. (1975), it has been well
appreciated that MHD turbulence may exhibit inverse cascading
as a consequence of global magnetic helicity conservation.
However, the literature to date is still conflicted on whether
helicity is a necessary condition for inverse cascading to
occur. It was shown by Olesen (1997) and Shiromizu (1998)
that inverse cascading could be expected even for nonhelical
configurations, as a consequence of rescaling symmetries native
to the Navier–Stokes equations, but no inverse cascading was
seen in numerical studies based on EDQNM theory (Son 1999)
or direct numerical simulations with relatively low resolution

(Christensson et al. 2001; Banerjee & Jedamzik 2004). Given
that mechanisms for helicity production in the early universe
are uncertain, and completely absent from regions of GRB
afterglow emission, it is crucial to understand the operation
of freely decaying nonhelical MHD turbulence.

In this Letter, we establish that helicity is not a necessary
condition for inverse cascading in relativistic MHD turbulence.
The intended domains of applicability are the evolution of
primordial magnetic fields, and those thought to be responsible
for the synchrotron emission of GRB afterglows. Given that
neither is free of relativistic complications, our results are based
on numerical solutions of the relativistic MHD equations. We
adopt the initial value problem PM (k, 0) ∝ δ(k − k0), where
k−1

0 is much smaller than the simulation domain (PM (k, t) is
defined so that the electromagnetic energy density EM (t) =∫

PM (k, t) dk). This choice permits the system to evolve toward
a universal energy spectrum, allowing the sub-inertial and
inertial range indices to be measured instead of imposed.

Numerical simulations exhibiting inverse cascades in non-
helical, nonrelativistic MHD turbulence were reported by
Brandenburg et al. (2014) concurrently with the preparation
of this work. Our treatment goes farther by including relativistic
effects, and by proposing a self-similar ansatz for the evolu-
tion of PM (k, t) which agrees very closely with the simula-
tion results. We have studied freely decaying MHD turbulence,
whereas Brandenburg et al. (2014) assumed continuous mag-
netic energy injection at small scales. Despite these differences,
both studies support the existence of inverse magnetic energy
transfer in non-helical MHD turbulence. The case of relativistic
MHD turbulence driven continuously at large scales as been
treated previously (Zrake & MacFadyen 2011, 2013). Our nu-
merical setup is described in Section 2. Simulation results and
our self-similar ansatz are given in Section 3. In Section 4.3 we
suggest a phenomenological picture that accounts for inverse
cascading of MHD turbulence. We also draw comparisons with
previous numerical and analytical work in Section 4.1, and in
Section 4.2 examine the generality of the initial value problem
chosen for this study. Finally, in Section 4.4 we discuss the im-
plications of our findings to the physics of GRB prompt and
afterglow emission.
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Fig. 1.— Subsets of the f -✏B parameter space having maximal photon energies at t
obs

= 100s of greater than 1 GeV and 10 GeV (in red),
for a circumburst medium of uniform density (left) and a wind profile (right). The parameter space is color coded by the DSA suppression
process. Also indicated in each region is the time dependence of E

max

for each process.where A = 4
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Figure 1. Daily γ -ray light curve of PKS 1510−089 during the period MJD 55,834–55,903 analyzed in this Letter. 95% flux upper limits are represented by triangles.
Horizontal lines separating the three major flares are chosen arbitrarily just to guide the eye.

with the Large Area Telescope (LAT) on board the Fermi satel-
lite during the period 2011 September–December (Section 2).
We study the profiles of the HE flares of PKS 1510−089
with different time binning, finding a variety of the temporal
characteristics and variability patterns with the flux doubling
timescales as short as below 1 hr (Section 3). We discuss the
energetics of the flares, concluding on the implication of the ob-
tained results for the general understanding of the location and
the structure of the energy dissipation zone in the relativistic jet
of PKS 1510−089 and other luminous blazars of the FSRQ type
(Section 4).

2. DATA ANALYSIS

The Fermi-LAT is a pair-conversion γ -ray telescope sensitive
to photon energies from 20 MeV up to 300 GeV, characterized by
the energy resolution typically ∼10% and the angular resolution
(68% containment angle) better than 1◦ at energies above 1 GeV.
With its large field of view of 2.4 sr it operates mostly in a survey
mode scanning the entire sky every 3 hr (for further details, see
Atwood et al. 2009).

The data discussed in this Letter were collected from
MJD 55,834 (2011 September 30) to MJD 55,903 (2011 De-
cember 8), the period which overlapped with three major γ -ray
outbursts of PKS 1510−089. Only the events with energies
greater than 100 MeV and zenith angles <100◦ were included
in this analysis. We selected good time intervals by using a
logical filter of “DATA QUAL==1,” “LAT CONFIG==1,” and
“ABS(ROCK_ANGLE) < 52.” The LAT data collected in that
manner were analyzed with an unbinned likelihood analysis
method using the standard analysis tool gtlike, which is a part
of the Fermi-LAT Science Tools software package (v9r27p1).
The P7SOURCE V6 set of instrument response functions was
utilized.

The γ -ray photons were extracted from a circular region of
interest (ROI) with radius 10◦, centered at the radio position
of the source. The Galactic diffuse emission template version
“gal 2yearp7v6 v0.fits” and the isotropic diffuse emission
template version “iso p7v6source.txt” were assumed in the
modeling. The source model consisted of PKS 1510−089 and
other point sources within the ROI and the surrounding 5◦-wide
annulus taken from the second-year LAT catalog (2FGL; Nolan

et al. 2012). Moreover, we included an additional variable γ -ray
point source located at (R.A., decl.) = (233.168, −13.311), i.e.,
about 6.◦4 away from PKS 1510−089. This object, tentatively
associated with the FSRQ TXS 1530−131 (Gasparrini & Cutini
2011), did not appear in the 2FGL, although it was clearly
detected during the period considered here at relatively high
flux level of F>100 MeV ≃ (1.1 ± 0.1) × 10−7 photons cm−2 s−1.

In the following analysis of the source light curves, we fixed
the fluxes of the diffuse emission components at the values
obtained by fitting the data collected over the entire period
discussed here. Normalizations of all the point sources within
10◦ radius around PKS 1510−089 were set free, while the other
relevant parameters of the neighboring γ -ray emitters were
fixed following the 2FGL. For each time bin analyzed, point
sources with the test statistic (TS) values !0 (see Mattox et al.
1996) were removed from the source model. We approximated
the γ -ray continuum of PKS 1510−089 with a simple power-
law model, keeping photon indices free during the likelihood
analysis of the source spectra for all the time binnings considered
(down to 3 hr). The power-law fits were acceptable in each case,
indicating that more complex spectral shapes, with more degrees
of freedom, were formally not required (but see Orienti et al.
2013).

3. RESULTS

Figure 1 presents the daily γ -ray light curve of
PKS 1510−089 at photon energies 0.1–300 GeV during the
period analyzed in this Letter. In our analysis, 95% confi-
dence level flux upper limits correspond to the detection sig-
nificance values TS < 10, which is a conventional choice in the
analysis of daily-binned light curves of bright LAT sources (see,
e.g., Tavecchio et al. 2010; Orienti et al. 2013). As shown,
during the discussed time interval three major high-amplitude
γ -ray outbursts of the source were detected with photon fluxes
F>100 MeV " 10−5 photons cm−2 s−1 (see Table 1), and flux dou-
bling timescales less than a day. The excellent photon statistics
allowed us to study these flares with shorter time binning, down
to the minimum 3 hr dictated by the survey mode of the LAT
instrument.

Figure 2 presents the light curves of PKS 1510−089 around
the time of the first major γ -ray outburst, binned in the intervals

2

target-of-opportunity (ToO) pointing observations for 3C 279,
which were performed between 2014 March 31 21:59:47 UTC
(MJD 56747.91652) and 2014 April 04 12:42:01 UTC
(MJD 56751.52918), and those observations are included in
our analysis. The time series of the γ-ray flux and photon index
of 3C 279 measured with Fermi-LAT during the most active
states from MJD 56615 (2013 November 19) to MJD 56775
(2014 April 28), are illustrated in other panels in Figure 1.

Three distinct flaring intervals are evident in the γ-ray light
curve: Flare 1 (∼MJD 56650), Flare 2 (∼MJD 56720) and Flare
3 (∼MJD 56750). The maximum 1 day averaged flux above
100MeV reached ± × −(62.2 2.4) 10 7 − −photons cm s2 1

( =TS 3892) on MJD 56749 (2014 April 03)31, which is about
three times higher than the maximum 1 day averaged flux
recorded during the first two years (on MJD 54800: Hayashida
et al. 2012). On the other hand, the maximum 1 day averaged
flux above 1 GeV was observed on MJD 56645 (2013 December
20) at ± × −(9.8 1.2) 10 7 − −photons cm s2 1, much higher than
the >1 GeV flux on MJD 56749, which was ± × −(3.9 0.4) 10 7

− −photons cm s2 1. The photon index also shows a hardening
trend toward MJD 56645, when it reached a very hard index of
1.82± 0.06, which is rarely observed in FSRQs.

Figure 2 shows detailed light curves around the flares with
short time bins. During Flares 1 and 2, the fluxes were derived
with an interval of 192 minutes, corresponding to two orbital
periods of Fermi-LAT. During Flare 3, because the ToO
pointing to 3C 279 increased the exposure, time bins as short as
one orbital period (96 minutes) were used. The peak flux above
100MeV in those time intervals (192 and 96 minutes) reached
∼ × −120 10 7 − −photons cm s2 1.

The very rapid variability apparent in the data can be fitted
by the following function to characterize the time profiles of the
source flux variations:

= +
+τ τ− − −F t F
b

e e
( ) . (1)

t t t t0 ( ) ( )0 rise 0 fall

This formula has also been used in variability studies of other
LAT-detected bright blazars to characterize the temporal
structure of γ-ray light curves (Abdo et al. 2010c). The double
exponential form has been applied previously to the light

curves of blazars (Valtaoja et al. 1999) as well as gamma-ray
bursts(e.g., Norris et al. 2000). In this function, each τrise and
τfall represents the “characteristic” time scale for the rising and
falling parts of the light curve, respectively, and t0 describes
approximatively the time of the peak (it corresponds to the
actual maximum only for symmetric flares). In general, the
time of the maximum of a flare (tp) can be described using
parameters in Equation (1) as:

τ τ
τ τ

τ
τ= + +
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The parameters of the fitting results are summarized in Table 1.
The time profiles show asymmetric structures in all flares;
generally the rise times correspond to 1–2 hr, which are several
times shorter than the fall times of 5–8 hr in Flares 1 and 3. On
the other hand, the fall time appears to be less than 1 hour in
Flare 2 (although the fitting error of the parameter is quite
large). One can see in the light curve of Flare 2 in Figure 2 that
the flux reached ∼ × −90 10 7 − −photons cm s2 1 at the peak but
suddenly dropped by a factor of ∼3 in the next bin, two orbits
(196 minutes) later.
Gamma-ray spectra were extracted from the following four

periods:

1. (A) Overlapping with the first NuSTAR observation (see
Section 2.2.1). Although the NuSTAR observation lasted
for about one day, in order to increase the γ-ray photon
statistics, the LAT spectrum was extracted from 3 days
where the source showed comparable flux level (as
inferred from the light curve with 1 day bins). In this
period, the source was found to be in a relatively low state.

2. (B) For three orbits (∼4.5 hr) at the peak of Flare 1, when
the source showed a very hard γ-ray photon index (<2).

3. (C) Overlapping with the second NuSTAR observation
(see Section 2.2.1). As in the case of Period A, the length
of this period is 3 days, while the NuSTAR observation
lasted about 1 day. The source flux was higher than in
Period A.

4. (D) At the peak of Flare 3 for 4 orbits (∼6 hr).

In a similar manner to previous spectral studies of the source
with the Fermi-LAT (Hayashida et al. 2012; Aleksić

Figure 2. Gamma-ray light curves (integral photon flux) of 3C 279 around the three large flares with fine time bins. Top panels: >100 MeV; lower panel: >1 GeV. For
Flares 1 and 2, the bins are equal to two Fermi orbital periods (192 minutes). For Flare 3, during a ToO observation, the bins are equal to one Fermi orbital period
(96 minutes). The vertical bars in data points represent 1σ statistical errors and the down arrows indicate 95% confidence level upper limits.

31 Throughout this paper, each error represents a σ1 statistical uncertainty.
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monitors cosmic sources in the energy ranges
from 100MeV to 10 GeV (hereafter, GeV gamma-
rays) and 18 to 60 keV with good sensitivity and
angular resolution. With the exception of a re-
markable episode in October 2007 (see below)
we obtain, during standard nonactive states, an
average (pulsar + nebula) flux value (14) of
Fg = (2.2 T 0.1) × 10−6 photons cm−2 s−1 in the

range of 100 MeV to 5 GeV, for an average
photon index a = 2.13 T 0.07.

During routine monitoring in spinning mode
in September 2010, a strong and unexpected
gamma-ray flare, from the direction of the Crab
Nebula was discovered (15) by AGILE at ener-
gies greater than 100 MeV. The flare reached its
peak during 19–21 September 2010 with a 2-day

flux of Fg,p1= (7.2 T 1.4) × 10−6 photonscm−2 s−1

(a = 2.03 T 0.18) for a 4.8 SD detection above the
average flux. It subsequently decayed within 2 to
3 days to normal average values (Fig. 1A). This
flare was independently confirmed by the Large
Area Telescope (LAT) on board the FermiGamma-
ray Space Telescope (Fermi) (16, 17), and different
groups obtained multifrequency data in the fol-
lowing days (18). Recognizing the importance of
this event was facilitated by a previous AGILE
detection with similar characteristics.

AGILE detected another remarkable flare
from the Crab in October 2007 (14). The flare
extended for ~2 weeks and showed an interesting
time substructure (Fig. 1B). The peak flux was
reached on 7 October 2007, and the 1-day in-
tegration value was Fg,p2 = (8.9 T 1.1) × 10−6

photons cm−2 s−1 (a = 2.05 T 0.13) for a 6.2 SD
detection above the standard flux.

For both the October 2007 and September
2010 events, there was no sign of variation of the
pulsar gamma-ray signal (19–21) during and
after these flares, as independently confirmed for
the September 2010 event by means of gamma-
ray (22), radio (23), and x-ray analyses (SOM
text). We thus attribute both flares to unpulsed
relativistic shock emission originating in the
nebula.

Here, we focus on the September 2010 flare.
Optical and x-ray imaging (18) show no addi-
tional source in the Crab region during and after
the flare. The flaring giga–electron volt spectrum
is substantially harder than the standard nebular
emission (10–12). Figure 2 shows the high-
resolution (arcsecond) optical and x-ray images
of the nebula obtained 1 to 2 weeks after the flare
by the Chandra Telescope and the Hubble Space
Telescope (HST). A few nebular brightened
features are noticeable in both images. The first
one is the optical and x-ray anvil feature close to
the base of the pulsar jet, which is a primary site
of shocked particle acceleration in the inner neb-

Fig. 1. Crab Nebula light curves of the total flux detected by AGILE in the energy
range of 100 MeV to 5 GeV during the gamma-ray flaring periods in 2007 and
2010 (units of 10−8 photons cm−2 s−1). (A) The “spinning” AGILE photon flux
light curve during the period 2 September to 8 October 2010. Time bins are 2.5
days except near the flare peak (2-day binning). Errors are 1 SD, and time is given

in Modified Julian Day (MJD). The dotted line and gray band show the average
Crab flux and the 3 SD uncertainty range. (B) The AGILE light curve during the
period 27 September to 12 October 2007 (1-day binning) with the satellite in
pointing mode. Errors are 1 SD. Time is given in MJD. The dotted line and gray
band show the average Crab flux and the 3 SD uncertainty range.

Fig. 2. HST and Chandra im-
aging of the Crab Nebula
after the September 2010
gamma-ray flare. (Top left)
Optical image of the inner
nebula region (approximately
28′′ by 28′′; north is up, east
on the left) obtained by the
Advanced Camera for Surveys
(ACS) instrument on board the
HST on 2 October 2010. ACS
bandpass, 3500 to 11,000 Å.
The pulsar position is marked
with a green arrow in all pan-
els. White arrows in all panels
mark interesting features as
compared with archival data.
(Top right) The same region
imaged by the Chandra Ob-
servatory Advanced CCD Im-
aging Spectrometer (ACIS)
instrument on 28 September
2010 in the energy range of
0.5 to 8 keV (level-one data). The pulsar does not show in this map and below because of pileup.
(Bottom left) Zoom of the HST image (approximately 9′′ by 9′′), showing the nebular inner region,
and the details of the anvil feature showing a ring-like structure at the base of the South-East jet
off the pulsar. “Knot 1” at 0.6′′ southeast from the pulsar is saturated at the pulsar position. Ter-
minology is from (6). (Bottom right) Zoom of the Chandra image, showing the x-ray brightening of the
anvil region and the correspondence with the optical image. Analysis of the features marked A, B, and
C gives the following results in the energy range of 0.5 to 8 keV for the flux F, spectral index a, and
absorption NH (quoted errors are statistical at the 68% confidence level): Feature A: flux F = (48.5 T
8.7) × 10−12 erg cm−2 s−1, a =1.76 T 0.30, and NH = (0.36 T 0.05) × 1022 atoms cm−2; Feature B: flux F =
(26.6 T 5.9) × 10−12 erg cm−2 s−1, a = 1.76 T 0.41, and NH = (0.34 T 0.05) × 1022 atoms cm−2; Feature C:
flux F = (25.3 T 5.9) × 10−12 erg cm−2 s−1, a = 1.46 T 0.36, and NH = (0.34 T 0.04) × 1022 atoms cm−2.
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REPORTS

GRB’s with photon energies ranging from
100 MeV to 18 GeV !Dingus and Catelli, 1998". In
some cases this very-high-energy emission was delayed
more than an hour after the burst !Hurley, 1994; Som-
mer et al., 1994". No high-energy cutoff above a few
MeV has been observed in any GRB spectrum. Re-
cently, González et al. !2003" have combined the BATSE
!30 keV–2 MeV" data with the EGRET data for 26
bursts. In one of these bursts, GRB 941017 !according to
the common notation GRB’s are numbered by the date",
they have discovered a high-energy tail that extended up
to 200 MeV and looked like a different component. This
high-energy component appeared 10–20 sec after the
beginning of the burst and displayed a roughly constant
flux with a relatively hard spectral slope !F!"!0" up to
200 sec. At late times !150 sec after the trigger" the very-
high-energy !10–200 MeV" tail contained 50 times more
energy than the “main” #-ray energy !30 keV–2 MeV"
band. The TeV detector, Milagrito, discovered !at a sta-
tistical significance of 1.5e–3 or so, namely, at 3$" a TeV
signal coincident with GRB 970417 !Atkins et al., 2000,
2003". If true, this would correspond to a TeV fluence
that exceeds the low-energy #-ray fluence. However, no
further TeV signals were discovered from the other 53
bursts observed by Milagrito !Atkins et al., 2000" or from
several bursts observed by the more sensitive Milagro
!McEnery, 2002". One should recall, however, that due
to the attenuation of the IR background TeV photons
could not be detected from z%0.1. Thus, even if most
GRB’s emit TeV photons, those photons will not be de-
tected on Earth.

Another puzzle is the low-energy tail. Cohen et al.
!1997" analyze several strong bursts and find that their
low-energy slope is around 1/3 to −1/2. However,
Preece et al. !1998, 2002" suggest that about 1/5 of the
bursts have a low-energy power spectrum & steeper than
1/3 !the synchrotron slow-cooling low-energy slope". A
larger fraction is steeper than −1/2 !the fast-cooling syn-
chrotron low-energy slope". However, this is not seen in

any of the spectra from HETE4 whose low-energy reso-
lution is somewhat better. All HETE bursts have a low-
energy spectrum that is within the range 1/3 to −1/2
!Barraud et al., 2003". As both BATSE and HETE use
NaI detectors that have a poor low-energy resolution
!Cohen et al., 1997", this problem might be resolved only
when a better low-energy spectrometer is flown.

2. Temporal structure

The duration of the bursts spans five orders of magni-
tude, ranging from less than 0.01 sec to more than
100 sec. Common measures for the duration are T90
!T50", which corresponds to the time in which 90%
!50%" of the counts of the GRB arrive. As I discuss
below !see Sec. II.A.3", the bursts are divided into long
and short bursts according to their T90. Most GRB’s are
highly variable, showing 100% variations in flux on a
time scale much shorter than the overall duration of the
burst. Figure 3 depicts the light curve of a typical vari-
able GRB !GRB 920627". The variability time scale 't is
determined by the width of the peaks. 't is much shorter
!in some cases by more than a factor of 104" than T, the
duration of the burst. Variability on a time scale of mil-
liseconds has been observed in some long bursts
!McBreen et al., 2001; Nakar and Piran, 2002c". How-
ever, only #80% of the bursts show substantial substruc-
ture in their light curves. The rest are rather smooth,
typically with a fast-rise exponential decay !FRED"
structure.

4HETE II is a dedicated GRB satellite that aims at quickly
locating bursts with high positional accuracy. It is properly
known as HETE II because HETE I was lost upon launch
when its rocket failed. See http://space.mit.edu/HETE/ for a
description of HETE II and its instruments.

FIG. 2. The hardness-duration correlation for BATSE bursts.
HR is the ratio of fluence between BATSE channels 3 and 2.
!, short bursts; !, long bursts; solid line, a regression line for
the whole sample; dotted lines, the regressions lines for the
short and long samples, respectively. From Qin et al., 2000.

FIG. 3. !Color in online edition" The light curve of GRB
920627. The total duration of the burst is 52 sec, while typical
pulses are 0.8 sec wide. Two quiescent periods lasting #10 sec
are marked by horizontal solid bold lines.
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Gamma-ray flares in the Crab Nebula: A case of relativistic reconnection?a)
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The Crab Nebula was formed after the collapse of a massive star about a thousand years ago,
leaving behind a pulsar that inflates a bubble of ultra-relativistic electron-positron pairs permeated
with magnetic field. The observation of brief but bright flares of energetic gamma rays suggests
that pairs are accelerated to PeV energies within a few days; such rapid acceleration cannot be
driven by shocks. Here, it is argued that the flares may be the smoking gun of magnetic dissipation
in the Nebula. Using 2D and 3D particle-in-cell simulations, it is shown that the observations are
consistent with relativistic magnetic reconnection, where pairs are subject to strong radiative
cooling. The Crab flares may highlight the importance of relativistic magnetic reconnection in
astrophysical sources. VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4872024]

I. INTRODUCTION

The Crab Nebula was born soon after the collapse of a
massive star followed by a supernova explosion observed on
Earth in 1054 AD. In classical models of pulsar wind
nebulae,1–5 a rapidly rotating, highly magnetized neutron
star, i.e., a pulsar, is constantly injecting energy into the neb-
ula in the form of a magnetized, cold, and ultra-relativistic
wind of electron and positron pairs. The pulsar wind nebula
forms where the wind terminates its free expansion, at about
0.1 pc in the Crab, and is confined by the material of the
supernova remnant (Figure 1). In the Crab Nebula, the pairs
are randomized and radiate synchrotron radiation from radio
to 100 MeV gamma-rays and inverse Compton emission
from 1 GeV to about 100 TeV by upscattering the low-
energy background light.6,7

In September 2010, the gamma-ray space telescopes
Agile and Fermi-LAT reported the first detections of very
bright flares of high-energy gamma rays (>100 MeV) from
the Crab Nebula.8–10 This was a huge surprise for both teams
because the nebula was a well-known constant emitter of
gamma rays, so constant in fact that this source is used for
instrumental calibration purposes. Since the discovery of the
first flares, one flare every year or so appears in the gamma-
ray sky: April 2011, July 2012, March 2013, and October
2013.5,11–15 Outside of these remarkable episodes, the gamma-
ray flux remains constantly variable,12 although with a much
smaller amplitude, suggesting that the mechanism at the origin
of the flares may be happening continuously in the nebula.

A closer look at the flares reveals an even richer, but
also more puzzling picture. The first striking feature of the
flares is their duration: typically lasting for a few days to a
couple of weeks. If one assumes that the flaring emitting
region is causally connected, this implies an emitter of size
ctflare! 1016 cm, where c is the velocity of light and tflare¼ 1
week, which represents roughly 1% of the size of the nebula
that radiates !10 times more flux than the entire system.
During the brightest flares, one can even resolve intra-day
variability timescales.10,12,14 There is a consensus that the
observed gamma-ray emission is synchrotron radiation
(however, see Ref. 16), because this is the most efficient

FIG. 1. This diagram sketches the classical (1D) model of pulsar wind nebu-
lae in which the pulsar inflates a relativistic and magnetized wind of e6

pairs. The pulsar wind nebula forms between the termination shock of the
wind and the contact discontinuity with the ambient medium, here the mate-
rial from the supernova remnant. As argued in this paper, magnetic recon-
nection within the nebula could explain the gamma-ray flares observed in
the Crab Nebula.
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Radiative properties of reconnection-powered minijets in blazars
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ABSTRACT
We construct a numerical model of emission from minijets, localized flows driven by magnetic
reconnection inside Poynting-flux-dominated jets proposed to explain the ultrafast variability
of blazars. The geometrical structure of the model consists of two wedge-like regions of
relativistically flowing gas, separated by a stationary shock. The dynamics is based on solutions
of relativistic magnetic reconnection with a guide field from Lyubarsky. Electron distributions
in each region are chosen to match the pressure and density of the local plasma. Synchrotron
emission from both regions is used to calculate Compton scattering, Compton drag and photon–
photon opacity effects, with exact treatment of anisotropy and the Klein–Nishina regime.
Radiative effects on plasma are taken into account, including the dependence of pressure
on electron radiative losses and adiabatic heating of the flow decelerating under Compton
drag. The results are applied to the 2006 July flare in the BL Lac object PKS 2155−304,
with the aim of matching TeV flux measurements by the High Energy Stereoscopic System
(HESS) with models that satisfy the variability constraints, while keeping X-ray emission
below simultaneous Chandra observations. We find that models of isolated minijets with
a significant guide field overproduce X-ray emission, and that we must take into account
the radiative interaction of oppositely oriented minijets in order to achieve a high enough
dominance by Comptonized TeV radiation. We argue that such interactions are likely to
occur in a jet where there is substantial internal reconnection, producing a large number of
misaligned minijets. Finally, we show that large jet magnetizations are indeed required to
satisfy all observational constraints and that the effective Lorentz factor of the minijet plasma
has to be larger than 50, in agreement with earlier one-zone estimates.

Key words: magnetic reconnection – radiation mechanisms: non-thermal – galaxies: active –
BL Lacertae objects: individual: PKS 2155−304 – galaxies: jets.

1 IN T RO D U C T I O N

Relativistic jets produced in active galactic nuclei (AGN) are
thought to be launched as cold and highly magnetized outflows,
the energetics of which is dominated by Poynting flux. Under such
conditions shocks are very inefficient, however, energy dissipation
can be provided by relativistic magnetic reconnection. This idea
led to the development of the minijets model, which has been pro-
posed to explain extremely fast variability observed in TeV blazars
(Giannios, Uzdensky & Begelman 2009) and radio galaxy M87
(Giannios, Uzdensky & Begelman 2010). Minijets are perpen-
dicular relativistic flows within a relativistic jet and as such at-

⋆E-mail: knalew@camk.edu.pl

tain very high Lorentz factors " > 50 required to circumvent the
γ -ray opacity problem (Begelman, Fabian & Rees 2008). A num-
ber of alternative solutions for this ‘Lorentz factor crisis’ (Henri &
Saugé 2006) have been proposed (Levinson 2007; Boutelier, Henri
& Petrucci 2008; Ghisellini & Tavecchio 2008; Katarzyński et al.
2008; Stern & Poutanen 2008; Lyutikov & Lister 2010), consid-
ering either significant deceleration of the inner jet or a multizone
structure of the emitting region.

To our knowledge, there have been no new reports of TeV flare
with few-minute time-scales, besides the 2006 July outburst of
PKS 2155−304 (Aharonian et al. 2007) and the 2005 June–July
events in Mrk 501 (Albert et al. 2007). However, there are more
details known about the former event. Abramowski et al. (2010)
showed that the high-activity state of PKS 2155−304 lasted for
only a few days and consisted of many closely following 5–10 min
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ABSTRACT

We report on the first study of the angular distribution of energetic particles and radiation generated in relativistic
collisionless electron–positron pair plasma reconnection using two-dimensional particle-in-cell simulations. We
discover a strong anisotropy of the particles accelerated by reconnection and the associated strong beaming of their
radiation. The focusing of particles and radiation increases with their energy; in this sense, this “kinetic beaming”
effect differs fundamentally from the relativistic Doppler beaming usually invoked in high-energy astrophysics,
in which all photons are focused and boosted achromatically. We also present, for the first time, the modeling
of the synchrotron emission as seen by an external observer during the reconnection process. The expected light
curves comprise several bright symmetric sub-flares emitted by the energetic beam of particles sweeping across the
line of sight intermittently, and exhibit super-fast time variability as short as about one-tenth of the system light-
crossing time. The concentration of the energetic particles into compact regions inside magnetic islands and particle
anisotropy explain the rapid variability. This radiative signature of reconnection can account for the brightness and
variability of the gamma-ray flares in the Crab Nebula and in blazars.

Key words: acceleration of particles – galaxies: active – ISM: individual objects (Crab Nebula) – magnetic
reconnection – radiation mechanisms: non-thermal
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1. INTRODUCTION

The high-energy radiation from numerous astrophysical ob-
jects, including active galactic nuclei, pulsar wind nebulae,
and gamma-ray bursts, is emitted by particles accelerated to
relativistic speeds. Magnetic reconnection is one of the main
mechanisms thought to accelerate particles, by converting mag-
netic energy into particle kinetic energy (see, e.g., the review by
Zweibel & Yamada 2009). Previous numerical particle-in-cell
(PIC) studies of reconnection in relativistic electron–positron
pair plasmas (e.g., Zenitani & Hoshino 2001, 2007, 2008;
Jaroschek et al. 2004b; Bessho & Bhattacharjee 2007, 2012;
Pétri & Lyubarsky 2007; Jaroschek & Hoshino 2009; Liu et al.
2011; Sironi & Spitkovsky 2011) provide a detailed picture
of the particle energy spectrum. However, by itself, the en-
ergy spectrum lacks information critical to the determination of
radiation generated by the plasma—namely, the angular distri-
bution of the velocities of accelerated particles. Because ultra-
relativistic particles radiate in a narrow cone along their direction
of motion, any anisotropy of the energetic particles translates
directly into the anisotropy of their emission (e.g., synchrotron
or inverse Compton). The beaming of the radiation drastically
affects how we infer, from observations, the physical conditions
of the emitting region (e.g., size, overall energetics, and dynam-
ics) and statistical properties of flaring astrophysical objects.

In this Letter, we report on the first detailed analysis of
the angular distribution (in addition to the energy and spatial
distributions) of particles accelerated in collisionless relativistic
pair reconnection, using PIC simulations. In Section 2 we
describe the simulation setup. In Section 3, we present our
results and report on the discovery of a “kinetic beaming,” i.e.,
a strong energy-dependent anisotropy of the particles and their

radiation. We also present, for the first time, the modeling of
the high-energy radiation spectrum and light curve as seen by
a distant observer, and predict extremely rapid time-variability
(much shorter than the light-crossing time of the system). In
Section 4, we briefly discuss the general implications of our
findings in the astrophysical context of flaring high-energy
gamma-ray sources like the Crab Nebula and blazars.

2. PIC SIMULATION SETUP

We performed two-dimensional numerical simulations of
collisionless relativistic pair plasma reconnection using the
explicit electromagnetic PIC capabilities of vorpal (Nieter
& Cary 2004). The initial setup adopted here is standard
in reconnection simulations (see, e.g., Zenitani & Hoshino
2001). It consists of a rectangular box of size Lx × Ly with
two anti-parallel relativistic Harris current layers (Kirk &
Skjæraasen 2003) and double periodic boundary conditions.
In the following, we will focus on the dynamics of the bottom
layer only, i.e., the bottom half of the simulation domain. The
reconnecting magnetic field is Bx = B0 tanh(y/δ), where B0
is the upstream field and δ is the initial layer thickness. There
is no guide field, Bz = 0. The simulation has a resolution of
4.6 grid cells per δ ≈ 0.8ρc, where ρc = mec

2/eB0 is the non-
relativistic electron Larmor radius, me is the electron rest mass,
e is the elementary electric charge, and c is the speed of light.

The initial particle density (electrons and positrons together
in the laboratory frame) is n = ndrift + n0, where ndrift =
nd0 cosh−2(y/δ) is the density of electrons and positrons drift-
ing in opposite directions (in the ±z-direction) at a velocity
vdrift/c = 0.6 and located in the layer, and n0 = 0.042nd0
is the uniform and isotropic background density. Both popu-
lations are distributed according to a relativistic Maxwellian
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ABSTRACT

The dynamics of the steady state Sweet-Parker–type reconnection is analyzed in the relativistic regime
when energy density in the inflowing region is dominated by the magnetic field. The structure of the reconnec-
tion layer (its thickness and inflow and outflow velocities) depends on the ratio of two large dimensionless
parameters of the problem: the magnetization parameter !41 (the ratio of the magnetic to particle energy
densities in the inflowing region) and the Lundquist number S. The inflow velocity may be relativistic
(for S < !) or nonrelativistic (for S > !), while the outflowing plasma is always moving relativistically.
For extremely magnetized plasmas with ! ! S2, the inflow four-velocity becomes of the order of the Alfvén
four-velocity.
Subject headings: magnetic fields — plasmas — relativity

1. INTRODUCTION

Magnetic reconnection is widely recognized as a very
important phenomenon in many laboratory and astrophysi-
cal plasmas (Biskamp 2000; Priest & Forbes 2000). It has
been studied very extensively over the last 40 years, and very
significant progress has been made in understanding this
process. However, historically, reconnection was of interest
mostly to space physicists studying the solar corona and the
Earth’s magnetosphere and to researchers in magnetic con-
finement fusion. In all these environments, plasma flows are
nonrelativistic and the Alfvén velocity is usually much less
than the speed of light (equivalently, the magnetic energy
density is much smaller than the particle rest-mass energy
density). Therefore, it is not surprising that most of the
progress on the subject has been made in the nonrelativistic
regime.

Over the last decade, however, it has been recognized that
magnetic reconnection processes are also of great impor-
tance in high-energy astrophysics, in which dynamic behav-
ior is often dominated by superstrong magnetic fields, with
energy density B2=ð8"Þ larger than the rest energy of the
matter w. The best-studied (but yet not completely under-
stood) case is of magnetized winds from pulsars. Models of
the pulsar magnetosphere (Goldreich & Julian 1969; Arons
& Scharlemann 1979; Ruderman & Sutherland 1975) pre-
dict that near the light cylinder, most of the spin-down lumi-
nosity of a pulsar should be in the form of Poynting flux.
Other possible examples of relativistic strongly magnetized
media include jets emanating from magnetized accretion
disks around Galactic black holes and neutron stars as well
as active galactic nuclei (AGNs; e.g., Beskin 1997; Lovelace
et al. 2002), magnetospheres of magnetars (Thompson &
Duncan 1996; Thompson, Lyutikov, & Kulkarni 2002), and
gamma-ray bursters (GRBs; M. Lyutikov & R. Blandford
2003, in preparation).

Dissipation of such superstrong magnetic fields may play
an important role both for the global dynamics of the
system and as a way to produce high-energy emission.
Magnetic reconnection has been proposed as the mecha-
nism for the acceleration of pulsar winds (Coroniti 1990;
Lyubarsky & Kirk 2001) and GRB outflows (Spruit,
Daigne, & Drenkhahn 2001) and as a dissipation mecha-
nism in AGN jets (Romanova & Lovelace 1992), soft
gamma-ray repeaters (Thompson & Duncan 1996), and
GRBs (M. Lyutikov & R. Blandford 2003, in preparation;
Spruit et al. 2001). In the case of pulsar winds, there are
strong arguments that effective dissipation of the magnetic
field is, in fact, needed to account for the global dynamics of
the Crab Nebula (Kennel & Coroniti 1984a, 1984b; see also
Michel 1994; Coroniti 1990; Melatos & Melrose 1996;
Lyubarsky &Kirk 2001).

This provides the motivation for studying magnetic
reconnection in strongly relativistic plasmas (to be defined
below). Despite the growing interest in relativistic magnetic
reconnection, very little theoretical (let alone experimental!)
work has been done on the subject so far. We are aware of
only one analytical discussion of relativistic reconnection
(Blackman & Field 1994) and two recent numerical
works on particle dynamics in relativistic reconnection
layers (Zenitani & Hoshino 2001; Larrabee, Lovelace, &
Romanova 2003).

In any theoretical analysis of magnetic reconnection, one
first makes a number of approximations, e.g., incompressi-
bility, two-dimensionality, and the absence (or presence) of
the axial magnetic field. Then one formulates the set of
MHD equations in a dimensionless form in which the rela-
tive importance of various physical processes is represented
by certain dimensionless parameters. After that, one then
tries to build a qualitative description of the reconnecting
system with a small number of (also dimensionless) charac-
teristic ratios. For example, in the simplest Sweet-Parker
model of reconnection (e.g., Priest & Forbes 2000), one
assumes incompressibility, uniform and constant resistivity
#, and so on, and one finds that the principal dimensionless
parameter governing the system’s behavior is the Lundquist
number S $ VAL=#41, where VA is the upstream Alfvén
velocity and L is the size of the system. The other dimen-
sionless plasma parameter $, the ratio of thermal pressure
to magnetic field energy density, turns out not to be as
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ABSTRACT

The recent Fermi observation of GRB 080916C shows that the bright photosphere emission associated with a
putative fireball is missing, which suggests that the central engine likely launches a Poynting-flux-dominated (PFD)
outflow. We propose a model of gamma-ray burst (GRB) prompt emission in the PFD regime, namely, the Internal-
Collision-induced MAgnetic Reconnection and Turbulence (ICMART) model. It is envisaged that the GRB central
engine launches an intermittent, magnetically dominated wind, and that in the GRB emission region, the ejecta is
still moderately magnetized (e.g., 1 ! σ ! 100). Similar to the internal shock (IS) model, the mini-shells interact
internally at the radius RIS ∼ Γ2c∆t . Most of these early collisions, however, have little energy dissipation, but
serve to distort the ordered magnetic field lines entrained in the ejecta. At a certain point, the distortion of magnetic
field configuration reaches the critical condition to allow fast reconnection seeds to occur, which induce relativistic
MHD turbulence in the interaction regions. The turbulence further distorts field lines easing additional magnetic
reconnections, resulting in a runway release of the stored magnetic field energy (an ICMART event). Particles
are accelerated either directly in the reconnection zone, or stochastically in the turbulent regions, which radiate
synchrotron photons that power the observed gamma rays. Each ICMART event corresponds to a broad pulse in
the GRB light curve, and a GRB is composed of multiple ICMART events. This model retains the merits of IS
and other models, but may overcome several difficulties/issues faced by the IS model (e.g., low efficiency, fast
cooling, electron number excess, Amati/Yonetoku relation inconsistency, and missing bright photosphere). Within
this model, the observed GRB variability timescales could have two components, one slow component associated
with the central engine time history, and another fast component associated with relativistic magnetic turbulence
in the emission region. The model predicts a decrease of gamma-ray polarization degree and Ep in each ICMART
event (broad pulse) during the prompt GRB phase, as well as a moderately magnetized external reverse shock.
The model may be applied to the GRBs that have time-resolved, featureless Band-function spectra, such as GRB
080916C and most GRBs detected by Fermi LAT.

Key words: gamma-ray burst: general – magnetic fields – magnetic reconnection – turbulence
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1. INTRODUCTION

The composition of the gamma-ray burst (GRB) ejecta has
remained a mystery until recently. The uncertainty lies in the
lack of knowledge about the ratio between the Poynting flux and
matter (baryonic) flux,5 i.e.,6

σ = FP

Fb

= B2

4πΓρc2
= B ′2

4πρ ′c2
, (1)

where B and ρ are the magnetic field strength and matter density
in the rest frame of the central engine (or the lab frame), and
B ′ and ρ ′ are the corresponding quantities in the rest-frame
comoving with the ejecta. The standard picture is the “fireball”
shock model (Paczýnski 1986; Goodman 1986; Shemi & Piran
1990; Rees & Mészáros 1992; Mészáros & Rees 1993; Rees

4 TAP Fellow.
5 Strictly speaking, the matter flux is the sum of the baryonic flux and the
leptonic flux. It is usually dominated by the baryonic flux unless the pair
number density is so high that N±/Nb ! mp/me is satisfied.
6 The last equation applies to the case that the magnetic field lines are
perpendicular to the direction of motion, which is the configuration invoked in
the ICMART model proposed in this paper. If magnetic fields are generated in
the internal shocks due to plasma instabilities, the comoving field lines would
have random orientations. In this case, one has σ ≃ B ′2/8πρ′c2.

& Mészáros 1994). Within such a picture, an initially hot
fireball composed of photons, electron–positron pairs, and a
small amount of baryons first converts most of its thermal energy
into kinetic energy and then dissipates the kinetic energy in the
internal (or sometimes external) shocks to power the observed
GRB emission. Within such a scenario, the magnetic field is
assumed not to play a dynamically important role in the ejecta,
i.e., σ ≪ 1. Such a field can be generated in situ via plasma
instabilities (Weibel 1959; Medvedev & Loeb 1999; Nishikawa
et al. 2005, 2009; Spitkovsky 2008) in relativistic shocks,
in which Fermi-accelerated electrons cool via synchrotron/
jitter (Mészáros et al. 1994; Tavani 1996; Medvedev 2000) or
synchrotron self-Compton (SSC) (Mészáros et al. 1994; Kumar
& McMahon 2008) radiation. An alternative view is that the
GRB ejecta carries a dynamically important magnetic field
component, i.e., σ ≫ 1. The GRB radiation is powered by
dissipation of the magnetic field energy in the ejecta (Usov
1992; Thompson 1994; Mészáros & Rees 1997b; Lyutikov &
Blandford 2003; Vlahakis & Königl 2003; Lazarian et al. 2003;
Lyutikov 2006a).

Until recently, it has been difficult to diagnose the composi-
tion of GRB ejecta. Regardless of the σ values, the late-time
afterglow behavior appears the same, which is the emission
of the “forwardly” shocked circumburst medium. Successful
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ABSTRACT

In magnetized astrophysical outflows, the dissipation of field energy into particle energy via magnetic reconnection
is often invoked to explain the observed non-thermal signatures. By means of two- and three-dimensional particle-
in-cell simulations, we investigate anti-parallel reconnection in magnetically dominated electron–positron plasmas.
Our simulations extend to unprecedentedly long temporal and spatial scales, so we can capture the asymptotic state
of the system beyond the initial transients, and without any artificial limitation by the boundary conditions. At
late times, the reconnection layer is organized into a chain of large magnetic islands connected by thin X-lines.
The plasmoid instability further fragments each X-line into a series of smaller islands, separated by X-points. At
the X-points, the particles become unmagnetized and they get accelerated along the reconnection electric field.
We provide definitive evidence that the late-time particle spectrum integrated over the whole reconnection region
is a power law whose slope is harder than −2 for magnetizations σ ! 10. Efficient particle acceleration to non-
thermal energies is a generic by-product of the long-term evolution of relativistic reconnection in both two and
three dimensions. In three dimensions, the drift-kink mode corrugates the reconnection layer at early times, but
the long-term evolution is controlled by the plasmoid instability which facilitates efficient particle acceleration,
analogous to the two-dimensional physics. Our findings have important implications for the generation of hard
photon spectra in pulsar winds and relativistic astrophysical jets.

Key words: acceleration of particles – galaxies: jets – gamma-ray burst: general – magnetic reconnection –
pulsars: general – radiation mechanisms: non-thermal
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1. INTRODUCTION

It is generally thought that pulsar winds and the relativistic jets
of blazars and gamma-ray bursts (GRBs) are launched hydro-
magnetically (Spruit 2010). Since the energy is initially carried
in the form of Poynting flux, how the field energy is transferred
to the plasma to power the observed emission is a fundamental
question. Field dissipation via magnetic reconnection is often
invoked as a source of the accelerated particles required to ex-
plain the non-thermal signatures of pulsar wind nebulae (PWNe;
Lyubarsky & Kirk 2001; Lyubarsky 2003; Kirk & Skjæraasen
2003; Pétri & Lyubarsky 2007), jets from active galactic nuclei
(Romanova & Lovelace 1992; Giannios et al. 2009; Giannios
2013), and GRBs (Thompson 1994, 2006; Spruit et al. 2001;
Lyutikov & Blandford 2003; Giannios 2008). Despite decades
of research, the efficiency of magnetic reconnection in gener-
ating non-thermal particles is not well understood (Hoshino &
Lyubarsky 2012).

In astrophysical jets, reconnection proceeds in the “relativis-
tic” regime, since the magnetic energy per particle can exceed
the rest mass energy. While the steady-state dynamics of rela-
tivistic reconnection has been well characterized by analytical
studies (Lyutikov & Uzdensky 2003; Lyubarsky 2005), the pro-
cess of particle acceleration can only be captured from first
principles by means of fully kinetic particle-in-cell (PIC) simu-
lations. Energization of particles in relativistic reconnection has
been investigated in a number of PIC studies, both in two di-
mensions (2D; Zenitani & Hoshino 2001, 2007; Jaroschek et al.
2004; Bessho & Bhattacharjee 2005, 2007, 2012; Daughton
& Karimabadi 2007; Lyubarsky & Liverts 2008) and three
dimensions (3D; Zenitani & Hoshino 2008; Yin et al. 2008;

3 NASA Einstein Postdoctoral Fellow.

Liu et al. 2011; Sironi & Spitkovsky 2011a, 2012; Kagan et al.
2013; Cerutti et al. 2014). However, no consensus exists as
to whether relativistic reconnection results self-consistently in
non-thermal particle acceleration (Sironi & Spitkovsky 2011a),
rather than just heating (Cerutti et al. 2012).

In this work, we employ 2D and 3D PIC simulations to
follow the evolution of relativistic reconnection in pair plasmas
to unprecedentedly long time and length scales, focusing on
particle acceleration. We consider the case of anti-parallel fields,
without a guide field aligned with the electric current in the sheet.
It has been argued that this configuration produces non-thermal
particles only in 2D, whereas in 3D the drift-kink (DK) mode
would broaden the current sheet, inhibiting particle acceleration
(Zenitani & Hoshino 2008; Cerutti et al. 2014). By performing
large-scale simulations evolved to long times, we conclusively
show that acceleration of particles to non-thermal energies is a
generic by-product of relativistic reconnection in pair plasmas,
in both 2D and 3D. The accelerated particles populate a power-
law distribution, whose spectral slope is harder than −2 for
magnetizations σ ! 10. Relativistic magnetic reconnection is
then a viable source of non-thermal emission from magnetically
dominated astrophysical flows.

2. STRUCTURE OF THE RECONNECTION LAYER

We use the 3D electromagnetic PIC code TRISTAN-MP
(Buneman 1993; Spitkovsky 2005) to study relativistic recon-
nection in 2D and 3D. The reconnection layer is set up in Harris
equilibrium, with the magnetic field B = −B0 x̂ tanh(2πy/∆)
reversing at y = 0. The field strength is parameterized by
the magnetization σ = B2

0/4πmnc2 = (ωc/ωp)2, where
ωc = eB0/mc is the Larmor frequency and ωp =

√
4πne2/m is

the plasma frequency for the electron–positron plasma outside
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ABSTRACT
Prompt gamma-ray burst (GRB) emission requires some mechanism to dissipate an ultra-
relativistic jet. Internal shocks or some form of electromagnetic dissipation are candidate
mechanisms. Any mechanism needs to answer basic questions, such as what is the origin
of variability, what radius does dissipation occur at, and how does efficient prompt emission
occur. These mechanisms also need to be consistent with how ultrarelativistic jets form and
stay baryon pure despite turbulence and electromagnetic reconnection near the compact object
and despite stellar entrainment within the collapsar model. We use the latest magnetohydro-
dynamical models of ultrarelativistic jets to explore some of these questions in the context
of electromagnetic dissipation due to the slow collisional and fast collisionless reconnection
mechanisms, as often associated with Sweet–Parker and Petschek reconnection, respectively.
For a highly magnetized ultrarelativistic jet and typical collapsar parameters, we find that
significant electromagnetic dissipation may be avoided until it proceeds catastrophically near
the jet photosphere at large radii (r ∼ 1013–1014 cm), by which the jet obtains a high Lorentz
factor (γ ∼ 100–1000), has a luminosity of Lj ∼ 1050–1051 erg s−1, has observer variability
time-scales of the order of 1 s (ranging from 0.001 to 10 s), achieves γ θ j ∼ 10–20 (for open-
ing half-angle θ j) and so is able to produce jet-breaks, and has comparable energy available
for both prompt and afterglow emission. A range of model parameters are investigated and
simplified scaling laws are derived. This reconnection switch mechanism allows for highly
efficient conversion of electromagnetic energy into prompt emission and associates the ob-
served prompt GRB pulse temporal structure with dissipation time-scales of some number
of reconnecting current sheets embedded in the jet. We hope this work helps to motivate the
development of self-consistent radiative compressible relativistic reconnection models.

Key words: accretion, accretion discs – black hole physics – magnetic reconnection – MHD
– methods: numerical – gamma-ray burst: general – galaxies: jets.

1 IN T RO D U C T I O N

Gamma-ray bursts (GRBs) are thought to originate from core-
collapse events or compact object mergers leading to magnetars
or accreting black holes (BHs) capable of launching ultrarelativis-
tic jets. The prompt emission from standard cosmological long-
duration GRBs has an energy of about 1051 erg over a few seconds
that is beamed into a jet with an opening half-angle of a few de-
grees (Frail et al. 2001; Bloom, Frail & Kulkarni 2003). The prompt
emission is typically presumed to occur in internal shocks (Sari &
Piran 1997). The internal shock model is reasonable because such
shocks are expected in an unsteady outflow, which then has an
observed variability on time-scales related to the central engine.

⋆E-mail: jmckinne@stanford.edu (JCM); uzdensky@colorado.edu (DAU)
†Chandra Fellow.

Within the collapsar (Woosley 1993; Paczynski 1998; MacFadyen
& Woosley 1999) or other GRB models, the observed variability
may arise indirectly from activity near the central compact ob-
ject, indirectly from entrainment driving propagation instabilities
(Aloy et al. 2000; Zhang, Woosley & Heger 2004; Morsony, Laz-
zati & Begelman 2007; Bucciantini et al. 2008a; Wang, Abel &
Zhang 2008), or directly from relativistic turbulence (Lyutikov &
Blandford 2003; Narayan & Kumar 2009; Zhang, MacFadyen &
Wang 2009),

However, the internal shock model has some unresolved prob-
lems. For example, highly relativistic relative motion between in-
teracting shells is required in order to efficiently generate photons
(Kobayashi & Sari 2001; Maxham & Zhang 2009); only a small
fraction of electrons should be accelerated in order to obtain consis-
tency with the observed peak energy (Shen & Zhang 2009); internal
shocks produce a steeper spectral slope than observed (Ghisellini,
Celotti & Lazzati 2000; Asano & Terasawa 2009); the afterglow
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ABSTRACT
The unusually short durations, high luminosities and high photon energies of the Crab nebula
gamma-ray flares require the relativistic bulk motion of the emitting plasma. We explain the
Crab flares as a result of randomly oriented relativistic ‘minijets’ originating from reconnection
events in a magnetically dominated plasma. We develop a statistical model of the emission
from Doppler boosted reconnection minijets and find analytical expressions for the moments
of the resulting nebula light curve (e.g. time average, variance, skewness). The light curve has
a flat power spectrum that transitions at short time-scales to a decreasing power law of index
2. The flux distribution from minijets follows a decreasing power law of index ∼1, implying
that the average flux from flares is dominated by bright rare events. The predictions for the
flares’ statistics can be tested against forthcoming observations. We find that the observed flare
spectral energy distributions (SEDs) have several notable features: a hard power-law index of
p ! 1 for accelerated particles that is expected in various reconnection models, including some
evidence of a pile-up near the radiation reaction limit. Also, the photon energy at which the
SED peaks is higher than that implied by the synchrotron radiation reaction limit, indicating
that the flare emission regions’ Doppler factors are " a few. We conclude that magnetic
reconnection can be an important, if not dominant, mechanism of particle acceleration within
the nebula.

Key words: magnetic reconnection – MHD – radiation mechanisms: non-thermal – pulsars:
general – ISM: individual objects: Crab nebula – ISM: jets and outflows.

1 IN T RO D U C T I O N

The constancy of the high-energy Crab nebula emission has been
surprisingly shown to be false by multiple day- to week-long flares,
presenting a challenge to standard pulsar wind models (Kennel &
Coroniti 1984). During these events, the Crab nebula gamma-ray
flux above 100 MeV exceeded its average value by a factor of several
or higher (Abdo et al. 2011; Buehler et al. 2012; Striani et al. 2011;
Tavani et al. 2011), while in other energy bands nothing unusual was
observed (e.g. Abdo et al. 2011; Tavani et al. 2011, and references
therein). Additionally, subflare variability time-scales of ∼10 h have
been observed (Balbo et al. 2011; Buehler et al. 2012).

There are two interesting observational facts related to the
gamma-ray flares. The first one is their unusually short duration of
a few days. This time-scale, on one hand, is millions of times longer
than the period of the pulsar, yet on the other hand it is hundreds
of times shorter than the nebula’s dynamical time of approximately
a few years. We consider it unlikely that the flare is related to the
changing plasma properties within the pulsar’s light cylinder, both
due to the extremely large separation of temporal scales and due to

⋆E-mail: browner@purdue.edu (EC-B); lyutikov@purdue.edu (ML)

the fact that no changes in the radio pulsar timing properties were
seen during the flare (Espinoza et al. 2010). Thus, we associate the
duration of the flare with the stochastically changing properties of
plasma within the nebula. Secondly, the flaring behaviour consists
of apparently isolated, intermittent events that are dominated by
bright rare flares.

Two contrasting models of these flares can be envisioned. First,
a flare can be due to large-scale changes in the steady nebula flow,
amplified by the effects of relativistic beaming. Operating within
this model, Komissarov & Lyutikov (2011) and Lyutikov, Balsara
& Matthews (2011) place the flaring location in the downstream
region of an oblique shock. The post-shock flow of an oblique
shock can be highly relativistic, and thus Doppler boosted, with a
bulk Lorentz factor of " ∼ φ−1

s , where φs is the angle between the
upstream velocity and the shock plane. The short time-scale can be
attributed to the shock normal changing direction (perhaps due to
sausage or kink instabilities, or a corrugation perturbation), causing
the post-shock velocity to sweep across the line of sight and create
a short flare in Doppler boosted emission (the lighthouse effect).

Secondly, the flare can be due to a highly localized emission
region, or blob, so that the flare observables determine the intrin-
sic properties of the emission region. The natural flaring mecha-
nism in this category is relativistic magnetic reconnection – the
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near-equilibrium plasma systems 
(magnetospheres) 

• Problem: EM outflows strongly out of equilibrium



(Note: gamma-ray flares occur within an electromagnetic outflow, far from the 
central engine.)

Is rapidly variable gamma-ray emission 
evidence of reconnection / MFrED?
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(Cho 2005) and unbalanced (Cho & Lazarian 2014) situ-
ations. Even the study of mildly relativistic MHD turbu-
lence is in its infancy, having only been treated so far in
a handful of studies (Zhang et al. 2009; Inoue et al. 2010;
Zrake & MacFadyen 2011, 2013; Zrake 2014). There are,
by comparison, a great number of Newtonian MHD tur-
bulence studies (see e.g. Tobias et al. 2011, for a review)
treating all di↵erent circumstances, including turbulent
relaxation. Comparisons with them will be made wher-
ever possible.
One of the issues we will explore in this paper is the

applicability of the Taylor (1974) hypothesis to magnetic
relaxation in force-free electrodynamics. Taylor’s origi-
nal conjecture was that magnetic relaxation would uni-
versally settle in the lowest energy configuration allowed
by the conservation of total magnetic helicity

H =

Z
A ·Bd3x. (1)

These so-called Taylor states are linear force-free equi-
libria, having electric current density J that is not only
aligned with the magnetic field, but is also uniformly
proportional to it, i.e. they solve the constraint

r⇥B = ↵B (2)

for a global inverse length scale ↵. Such field config-
urations are monochromatic, all their magnetic energy
is concentrated around the spatial frequency ↵. The
converse of Taylor’s conjecture is that relaxation may,
in some circumstances, end in a more general force-free
equilibrium in which ↵ could vary from one magnetic
field line to another. In such non-linear equilibria, the
highest values of ↵ are associated with the smallest scale
coherent structures, which may be current layers or flux
tubes, and are associated with peaks in the intensity of
electrical current flow.
Counterexamples to Taylor’s conjecture do exist, but

those identified so far apply to settings in which gas pres-
sure plays a role. For example, hydromagnetic relaxed
states with non-uniform ↵ were reported by Amari & Lu-
ciani (2000) and Pontin et al. (2013) where the magnetic
field lines terminate on conducting plates, a boundary
condition that is motivated by the physics of the solar
corona. More general hydromagnetic equilibria have also
been found in simulations of stratified environments such
as stellar interiors, a setting that has been extensively ex-
plored by Braithwaite (2006, 2008, 2009) and Duez et al.
(2010). Gruzinov (2009) followed incompressible MHD
relaxation of a non-helical magnetic field in two dimen-
sions 1 and found that it did not decay toward the Taylor
minimum (total annihilation of the field in this case), but
instead was halted in an approximate equilibrium with
many current layers, beyond which further decay was
only made possible by slow resistive evolution.
Our study makes frequent use of the periodic short-

wavelength Taylor states as initial conditions. A Tay-
lor state of frequency ↵

0

and helicity H has an energy
↵
0

H/2, a fraction 1�↵
1

/↵
0

of which could be dissipated

1 Gruzinov’s two-dimensional simulations followed only the in-
plane magnetic field. In the rest of this paper, “two-dimensional”
means that translational symmetry is enforced along the z-axis,
but Bz need not vanish. This setting is sometimes referred to as
2.5D.

without changing the total helicity (where ↵
1

= 2⇡/L is
the lowest allowed frequency, although we will use L = 2⇡
so that ↵

1

= 1). This implies that their free energy
supply can be arbitrarily large, and so raises the ques-
tion of their mechanical stability. Very recently, East
et al. (2015) found that in FFE as well as in relativis-
tic MHD, generic examples of the 3D, periodic ↵

0

> 1
Taylor states are unstable to small, ideal perturbations,
with a growth rate that is proportional to the inverse
Alfvén time. Upon saturation of the linear instability,
decay enters a turbulent stage that lasts until the re-
maining energy ↵

1

H/2 resides at the lowest allowed fre-
quency ↵

1

. This behavior bears out the predictions of
Frisch et al. (1975) which were based on the prediction
that turbulence would generically shift magnetic helicity
toward large scales.
Conventionally, this so-called inverse cascade has been

thought to operate e�ciently only when the field is
strongly helical, a belief which has dramatic conse-
quences for large-scale dynamo theory (Blackman &
Field 2004), as well as the evolution of cosmic magnetic
fields since the early universe (Olesen 1997; Son 1999;
Banerjee & Jedamzik 2004). However, an e�cient in-
verse cascade was recently observed to occur even when
the field was fully non-helical, in both Newtonian (Bran-
denburg et al. 2015) and relativistic (Zrake 2014) MHD
settings. Although the magnetic energy eventually de-
cays toward zero, the relaxation evolves in a self-similar
manner, depositing energy in structures larger than the
coherence scale k�1

B , which increases over time until it at-
tains the system size. In this study we will show that all
settings of freely decaying turbulence in force-free elec-
trodynamics, 2D and 3D, helical and non-helical, exhibit
inverse cascading. The 2D and helical case is particularly
fast and nearly conservative; as time goes on, magnetic
energy is shifted toward ever-increasing scales while suf-
fering a diminishing rate of dissipative losses.
Our paper is organized as follows. We briefly describe

the theory of force-free electrodynamics and its invari-
ants in Section 2. There we also discuss the special case
of two dimensions, and define the additional topological
invariants that it imposes. We then outline the numer-
ical scheme that is used to solve the FFE equations in
Section 3, and describe our numerical implementation
of various diagnostics such as power spectra, character-
istic scales, and the helicity invariants. Our simulation
results, including the energy of relaxed magnetic con-
figurations, an analysis of coherent structures, spectral
energy distributions, and details of the inverse cascade,
are presented in Section 4. We discuss the implications
of these results for astrophysical gamma-ray sources in
Section 5, and also point out how our results might aid in
the interpretation of two-dimensional (including axisym-
metric) calculations. Appendix A contains some details
on the numerical convergence of our scheme. Through-
out our paper, we use units in which the speed of light
c = 1. The domain scale L is set to 2⇡ so that the small-
est spatial frequency is 1, and time is reported in units
of the light-crossing time L/c.

2. FORCE-FREE ELECTRODYNAMICS AND ITS
INVARIANTS

Force-free electrodynamics describes the flow of elec-
tromagnetic energy in a charge-supplied medium with



Ė = �E/tA (1)

tA = �/vA (2)

vA / E1/2 (3)

� / t2/5 (4)

E / t�6/5 (5)

B / ��1 (6)

� / t2/5 (7)

E / t�4/5 (8)

h⌫
max

=
mec

2

↵
=) � ⇠ 105 (9)

H =

Z
A ·BdV (10)

Ḣ = �2

Z
E ·BdV (11)

r⇥B = ↵B (12)

hB2

f i
hB2

i i
=

kf
ki

(13)

1

Total helicity still nearly conserved when non-ideal 
volumes are small.
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will describe the numerical determination ofH( ) in Sec-
tion 3.3, and in Section 4.3 we confirm that it is conserved
by directly measuring it in our 2D simulations.
There is also the question of what should happen to

configurations in which H = 0 but H( ) 6= 0, since such
a configuration could not attain arbitrarily low energy
while respecting each of the invariants H( ). Although
behavior like this may be entirely possible, the particular
initial conditions used in this study (described in Sec-
tion 3.2) generally have values of |H( )| that are much
smaller than 2UB/↵1

, so we have not been able to ob-
serve it yet. Indeed, we will see in Section 4.2 that our
2D states with zero net helicity still decay toward very
small energy.

3. METHODS

We simulate magnetically dominated, relativistic tur-
bulence on a periodic domain of length L = 2⇡ in ei-
ther two or three dimensions, using solutions of the ideal
force-free electrodynamics equations, given by Equa-
tion 3 and Equation 4.

3.1. Numerical scheme

We evolve the FFE system using a fourth-order finite
di↵erence scheme. We use standard fourth-order di↵er-
ence operators to evaluate all the field gradients, and
standard fourth-order Runge-Kutta time-stepping to ad-
vance the solution in time.
The FFE system requires three vector constraints to

be maintained: no monopoles r · B = 0, perfect con-
ductivity E · B = 0, and the existence of a frame in
which E vanishes E < B. The first two constraints
are formally preserved by FFE, but can be violated nu-
merically at the level of truncation error. Our scheme
maintains the solenoidal constraint using the hyperbolic
divergence cleaning scheme proposed by Dedner et al.
(2002), and later used in FFE simulations (e.g. Palen-
zuela et al. 2010). This amounts to supplementing Fara-
day’s law with a magnetic monopole current JB = �r ,
where the scalar field  evolves according to the damped
wave equation @t = �r ·B�⌧�1 with ⌧ being a non-
physical time scale for quenching the magnetic monopole.
E ·B = 0 is maintained exactly by disregarding the part
of the truncation error that would give rise to a compo-
nent of E in the direction of B. Numerical noise intro-
duced by finite di↵erence operations can lead to unphys-
ical growth of modes whose wavelengths are comparable
to the numerical grid spacing. Our scheme suppresses
these unphysical modes using Kreiss-Oliger dissipation,
a form of low-pass filtering. Each of the procedures just
mentioned supplements the FFE equations with terms at
or below the level of the truncation error, so they do not
modify the formal convergence order of our numerical
scheme.
This numerical scheme was used in East et al. (2015),

and convergence results, as well as comparisons to rel-
ativistic MHD simulations and analytical methods can
be found in that reference. It has been implemented as
part of the Mara (Zrake & MacFadyen 2011) suite of rela-
tivistic turbulence codes, which has many run-time post-
processing capabilities that allow us to perform spectral
and statistical analysis of the solution at a high cadence
while minimizing strain on the host architecture’s filesys-
tem.

3.2. Initial conditions

We start our simulations with a monochromatic mag-
netic field, where all the power is at a single wavenumber
magnitude ↵

0

, and with a vanishing electric field. The
general expression for our initial conditions is

B(x)=
X

|k|=↵0

(↵
0

 

k

+ ✏ik⇥ 
k

)eik·x (7)

k ·  ̂
k

=0

 ̂

k

=  ̂⇤
�k

where the parameter ✏ is chosen to be either one or zero,
corresponding to helical or non-helical configurations, re-
spectively. Helical initial configurations where ↵

0

> 1 are
unstable equilibria (see Section 4.1), whereas the non-
helical configurations are out of equilibrium. Some of our
initial conditions are randomized, having  

k

= ê

k

ei�k

where ê

k

is a random unit vector in the plane orthogo-
nal to k and �

k

is a random phase. We also make use of
a special case of Equation 7 known as the “ABC” solu-
tion (Arnold 1965; Dombre et al. 1986). In general this
is given by

B

ABC(x) =

 
B

3

cos↵
0

z �B
2

sin↵
0

y
B

1

cos↵
0

x�B
3

sin↵
0

z
B

2

cos↵
0

y �B
1

sin↵
0

x

!
, (8)

which is highly ordered and fully helical, meaning that
B = ↵

0

A (in the Coulomb gauge). In this study we will
make frequent use of the case with B

1

= B
2

= 1 and
B

3

= 0, which we refer to as the 2D ABC configuration.
Our results are based on simulations having a range of

initial frequencies ↵
0

and numerical resolutions — which
we will refer to by the number of grid points in each lin-
ear dimension N . In general, the quality of our results
improves when we are able to simulate larger values of ↵

0

with more separation between the initial length scale and
the domain length scale. However, features (of size ↵�1

0

)
in our initial condition need to be resolved by a certain
number of grid points in order to obtain robust solutions.
In Appendix A we show that 32 cells per ↵�1

0

are su�-
cient to keep the error in the global helicity conservation
smaller than 1%. In 2D we will present simulations with
↵
0

as large as 256, with resolutions up to 163842. In 3D,
we will present simulations with ↵

0

as large as 48 and
resolution 10243.

3.3. Diagnostics

We define the power spectral density of the electric,
magnetic, and helicity fields, respectively, as

PE(ki)=
1

�ki

X

ki<|q|<ki+�ki

E

q

·E⇤
q

/2, (9)

PB(ki)=
1

�ki

X

ki<|q|<ki+�ki

B

q

·B⇤
q

/2,

PH(ki)=
1

�ki

X

ki<|q|<ki+�ki

A

q

·B⇤
q

where E
q

, B
q

, andA

q

are, respectively, the electric field,
magnetic field, and vector potential Fourier harmonics of
wavenumber q. We normalize the Fourier harmonics so
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FIGURE 4. Sketch of the six principal vortices. 

tube parallel to one of the three axes, and will be called a principal vortex, or a vortex 
for short. We show here how the existence of these vortices can be derived from a 
naive analysis of (2.5a-c). A more systematic perturbation analysis, valid near the 
integrable case, will be presented in $4.  

We look for a region where the motion is predominantly in one direction, for 
example the y-direction; this will be called a y-vortex. We try therefore to maximize 
y. This gives 

X N i A ,  z = o .  
Integrating (2.5b), we obtain 

y = (A+B)t.  

(2.24) 

(2.25) 

Equations (2.5a,c) then reduce to 

X ~ C c o s y ,  LzCs iny .  (2.26) 

Since X and L are zero on the average, it is conceivable that the conditions (2.24) will 
remain satisfied along a streamline. In  a similar way, by considering the five other 
possible directions (we can specify both the axis x, y, or z and the sign), we obtain 
a total of six vortices; their arrangement is sketched on figure 4.  

We can go a little further and derive to first order the excursions of x and z from 
their mean values (2.24). Instead of (2.26) we write 

This has the general solution 

(2.27) 
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FIGURE 5. A typical Poincak section, for the case A2 = 1 ,  B2 = 3% f? = S' 

streamline, for which 5 x lo3 successive interactions have been computed. This 
indicates that the streamline itself wanders in a three-dimensional region of space, 
which i t  fills more and more densely as time goes on. 

In  order to  give a better idea of the three-dimensional structure of the flow, a 
number of Poincar6 sections will now be shown simultaneously. The standard 
arrangement is represented in figure 6. There are eight equidistant sections parallel to 
the (9, 2)-coordinate system, corresponding to x = 0, an, . . . , in, and similarly for the 
other directions - a total of 24 sections. 

Figure 7 represents in this way a single chaotic streamline, starting from 
x = y = z = 0, again for the case A2 = 1, B2 = $, C2 = Q. A total of approximately lo5 
points are represented. 

The density of the points is not uniform; this is easily explained. Consider for 
instance a small region with area u in one of the surfaces of section y = const., and 
a small cylinder parallel to the local direction of flow, with base (T and height ydt. 
At the next intersection with the same surface of section, the image of this cylinder 
is another cylinder of base u' and height y' dt. Volumes in (2, y, Z) are preserved by 
the flow ; therefore mj dt = u'y' dt. Thus u varies as the inverse of y. It follows that 
the density of the points in a surface of section is proportional to  y, the perpendicular 
component of velocity. In particular, the density falls to zero along the line defined 
by y = 0, or 

B sinx+A cosz = 0. 

. 

(3-1) 
This line is the locus of the points where streamlines are tangential to the surface 
of section. The line (3.1), and the equivalent lines for the other directions of section, 
are represented on figure 8 for the same values of A,  B, C as in figure 7. 

The empty regions in figure 7 are the ordered regions. They can be seen to 
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will describe the numerical determination ofH( ) in Sec-
tion 3.3, and in Section 4.3 we confirm that it is conserved
by directly measuring it in our 2D simulations.
There is also the question of what should happen to

configurations in which H = 0 but H( ) 6= 0, since such
a configuration could not attain arbitrarily low energy
while respecting each of the invariants H( ). Although
behavior like this may be entirely possible, the particular
initial conditions used in this study (described in Sec-
tion 3.2) generally have values of |H( )| that are much
smaller than 2UB/↵1

, so we have not been able to ob-
serve it yet. Indeed, we will see in Section 4.2 that our
2D states with zero net helicity still decay toward very
small energy.

3. METHODS

We simulate magnetically dominated, relativistic tur-
bulence on a periodic domain of length L = 2⇡ in ei-
ther two or three dimensions, using solutions of the ideal
force-free electrodynamics equations, given by Equa-
tion 3 and Equation 4.

3.1. Numerical scheme

We evolve the FFE system using a fourth-order finite
di↵erence scheme. We use standard fourth-order di↵er-
ence operators to evaluate all the field gradients, and
standard fourth-order Runge-Kutta time-stepping to ad-
vance the solution in time.
The FFE system requires three vector constraints to

be maintained: no monopoles r · B = 0, perfect con-
ductivity E · B = 0, and the existence of a frame in
which E vanishes E < B. The first two constraints
are formally preserved by FFE, but can be violated nu-
merically at the level of truncation error. Our scheme
maintains the solenoidal constraint using the hyperbolic
divergence cleaning scheme proposed by Dedner et al.
(2002), and later used in FFE simulations (e.g. Palen-
zuela et al. 2010). This amounts to supplementing Fara-
day’s law with a magnetic monopole current JB = �r ,
where the scalar field  evolves according to the damped
wave equation @t = �r ·B�⌧�1 with ⌧ being a non-
physical time scale for quenching the magnetic monopole.
E ·B = 0 is maintained exactly by disregarding the part
of the truncation error that would give rise to a compo-
nent of E in the direction of B. Numerical noise intro-
duced by finite di↵erence operations can lead to unphys-
ical growth of modes whose wavelengths are comparable
to the numerical grid spacing. Our scheme suppresses
these unphysical modes using Kreiss-Oliger dissipation,
a form of low-pass filtering. Each of the procedures just
mentioned supplements the FFE equations with terms at
or below the level of the truncation error, so they do not
modify the formal convergence order of our numerical
scheme.
This numerical scheme was used in East et al. (2015),

and convergence results, as well as comparisons to rel-
ativistic MHD simulations and analytical methods can
be found in that reference. It has been implemented as
part of the Mara (Zrake & MacFadyen 2011) suite of rela-
tivistic turbulence codes, which has many run-time post-
processing capabilities that allow us to perform spectral
and statistical analysis of the solution at a high cadence
while minimizing strain on the host architecture’s filesys-
tem.

3.2. Initial conditions

We start our simulations with a monochromatic mag-
netic field, where all the power is at a single wavenumber
magnitude ↵

0

, and with a vanishing electric field. The
general expression for our initial conditions is

B(x)=
X

|k|=↵0

(↵
0

 

k

+ ✏ik⇥ 
k

)eik·x (7)

k ·  ̂
k

=0

 ̂

k

=  ̂⇤
�k

where the parameter ✏ is chosen to be either one or zero,
corresponding to helical or non-helical configurations, re-
spectively. Helical initial configurations where ↵

0

> 1 are
unstable equilibria (see Section 4.1), whereas the non-
helical configurations are out of equilibrium. Some of our
initial conditions are randomized, having  

k

= ê

k

ei�k

where ê

k

is a random unit vector in the plane orthogo-
nal to k and �

k

is a random phase. We also make use of
a special case of Equation 7 known as the “ABC” solu-
tion (Arnold 1965; Dombre et al. 1986). In general this
is given by
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ABC(x) =
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which is highly ordered and fully helical, meaning that
B = ↵

0

A (in the Coulomb gauge). In this study we will
make frequent use of the case with B

1

= B
2

= 1 and
B

3

= 0, which we refer to as the 2D ABC configuration.
Our results are based on simulations having a range of

initial frequencies ↵
0

and numerical resolutions — which
we will refer to by the number of grid points in each lin-
ear dimension N . In general, the quality of our results
improves when we are able to simulate larger values of ↵

0

with more separation between the initial length scale and
the domain length scale. However, features (of size ↵�1

0

)
in our initial condition need to be resolved by a certain
number of grid points in order to obtain robust solutions.
In Appendix A we show that 32 cells per ↵�1

0

are su�-
cient to keep the error in the global helicity conservation
smaller than 1%. In 2D we will present simulations with
↵
0

as large as 256, with resolutions up to 163842. In 3D,
we will present simulations with ↵

0

as large as 48 and
resolution 10243.

3.3. Diagnostics

We define the power spectral density of the electric,
magnetic, and helicity fields, respectively, as

PE(ki)=
1
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where E
q

, B
q

, andA

q

are, respectively, the electric field,
magnetic field, and vector potential Fourier harmonics of
wavenumber q. We normalize the Fourier harmonics so
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FIG. 3. Streamlines of a magnetic field equilibrium solution B
E given by Eq. 1 with α = 2 and various coefficients (top), and the

corresponding velocity field v = E×B
E/|BE |2 of the unstable mode arising from the simulations (bottom) in the z = 0 plane.

The equilibrium solutions, from left to right, correspond to (B1, B2, B3) = (1, 1, 0), (1, 1/2, 0), and ≈ (−0.814, 0.533, 0.232),
respectively. The color indicates the perpendicular vector component with red and blue representing, respectively, out of the
page and into the page. The thickness of the streamline is proportional to the vector magnitude. The black lines indicate the
location of the separatrices in the equilibrium solutions.

tion of magnetic helicity. Since the Beltrami fields have
B = αA, their helicity is 2UB/α, and the ratio of mag-
netic energy in the αi and αf equilibria is simply αf/αi.
Accordingly, we do not expect the dissipation mechanism
to have much influence on the energy in the final state, as
long as helicity is preserved. For the simulations shown
in Fig. 4, HM is constant to ∼ 0.1%.

Conclusions.—We studied periodic Beltrami magnetic
fields in the finite and infinite magnetization cases and
found that generic cases exhibited instability, followed by
turbulence, and eventually relaxed to the longest wave-
length configuration. The instability quickly gives rise
to regions where the electric field energy density is com-
parable to the magnetic field. In astrophysical sources
where such configurations may be relevant, like the Crab
pulsar wind, these would be likely sites of particle accel-
eration and photon emission, a possibility we will explore
in future work.

Further exploration of the nonlinear regime will require
physical modeling of the dissipation process, for example
with resistive MHD or kinetic simulations incorporating
radiative losses, which will reveal details of the plasma
heating and, potentially, the energization of nonthermal
particles. We also plan to study a broader class of mag-
netic equilibria, perhaps in spherical or cylindrical ge-
ometries.

FIG. 4. A comparison of the decay of an α2 = 11 equilib-
rium in FFE and RMHD simulations with different values of
magnetization parameter σ. Shown is the magnetic energy
(top) and kinetic energy — or electric field energy in the case
of FFE — (bottom). The top panel also shows, in horizon-
tal dashed lines, the magnetic energy of α2 = 3 and α2 = 1
states with the same helicity. The bottom inset shows the
linear growth rate γ measured for runs having different mag-
netization parameters, along with the Alfvén speed (dashed
line) for comparison.
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–Taylor (1974)

“Plasma relaxes to the lowest energy state allowed 
by the total helicity invariant.” 
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Fig. 1.— Top: Two-dimensional turbulent relaxation in force-free electrodynamics at logarithmically spaced times (t =
0.08, 0.32, 1.28, 5.12). The initial condition is the ↵0 = 256 ABC field with B1 = 1, B2 = 1, B3 = 0 and grid resolution 30722. Shown
is the out-of-plane magnetic field component scaled linearly between the initial minimum and maximum values. The small red rectangle
overlying the right-most panel is the region shown amplified in Figure 2. The end-state is not a linear force-free equilibrium. Bot-

tom: Three-dimensional turbulent relaxation under the same conditions except that ↵0 = 16, the grid resolution is 5123, and the times
t = 0.625, 1.0, 3.0, 16.0 are chosen to elucidate the sequence of decay epochs. The color mapping accomodates the instantaneous data range,
as it decreases appreciably throughout the decay. The end-state is a linear force-free equilibrium with ↵ = 1.

Fig. 2.— Amplification of the small red rectangle overlying the rightmost panel of Figure 1, showing relief plots of the x, y, and z
components of the magnetic field (on the top three panels). The bottom panel shows one-dimensional profiles, taken along the horizontal
centerline (dashed magenta).

that the volume integrated electric and magnetic field
energies UE and UB , and the magnetic helicity H are
given by

UE =
X

i

PE(ki)�ki,

UB =
X

i

PB(ki)�ki,

H =
X

i

PH(ki)�ki.

We also define the characteristic frequency of each field
kE , kB , and kH as

kX =

P
i PX(ki)ki�kiP
i PX(ki)�ki

(10)

where X is one of E, B, or H. The most probable
wavenumber, where PX(k) is maximal, is denoted by k̃X .
In two dimensions, we track the “helicity mass” func-
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layers which we discuss in the next section.
As an illustration that invariance of the helicity distri-

bution might prevent 2D relaxation from attaining longer
wavelength linear equilibria, consider that the magnetic
potential function Az of any 2D linear equilibrium satis-
fies

Az =

✓
H

2↵
0

L3

◆
1/2

Bz

B̄z

where B̄z is the root mean square value of Bz and H
is the total helicity. H( ) can be characterized by its
domain, namely the global maximum of |Az| which we
denote by  

max

. For two di↵erent linear equilibria with
frequencies ↵

0

and ↵0
0

to have the same helicity distribu-
tion, it would be necessary for them to at least share the
same values of H and  

max

, requiring that
✓
↵
0

↵0
0

◆
1/2

=
Bz,max

/B̄z

B0
z,max

/B̄0
z

. (12)

where Bz,max

is the global maximum of |Bz|. Note that
in general, B̄z  Bz,max

. For the particular case of the
2D ABC state B

1

= B
2

= 1, Equation 12 leads to the
requirement that ↵0

0

� ↵
0

/2, and therefore its relaxation
into a linear state with twice smaller energy is impossi-
ble. In other words, there is no way for the 2D ABC state
represented in Figure 6, whose ↵

0

= 32, to evolve into an-
other linear equilibrium whose frequency is smaller than
16, while preserving H( ). We suspect this argument
could be generalized further, but for now we leave it as a
conjecture that the wavelength of a linear 2D equilibrium
may be uniquely specified by its helicity distribution —
which if true would render it impossible for one linear 2D
equilibrium to relax into another of lower energy.

4.4. The current layers

During the turbulent relaxation of helical two-
dimensional configurations, the solution consists of op-
positely signed flux domains separated from one another
by a network of rotational force-free current layers. The
flux domains (black and white regions of Figure 1) have
nearly uniform Bz and are thus relatively current-free.
Across the current layers, the magnetic field direction
rotates through approximately 180�, while its magni-
tude (and thus magnetic pressure) remains fixed. One
such current layer is shown in Figure 2, where a one-
dimensional profile has been taken along the x-axis, pass-
ing through the layer where it is aligned with the y-axis.
It is evident that the current layers have a character-

istic frequency, which we denote by ↵c and determine
empirically as follows. Since the solution is near a force-
free equilibrium, the current is J ⇡ ↵B for some spatially
dependent frequency

↵ = B ·r⇥B/B2.

We anticipate that the probability density function P (↵)
will have two local maxima — one at ↵ = 0 correspond-
ing to the potential flux domain interiors and the other
at the frequency ↵c, marking the frequency of the cur-
rent layers. Figure 4 confirms this to be the case. It
shows P (↵) at logarithmically spaced times throughout
the relaxation, and reveals the location of the second
peak once the solution is su�ciently close to a force-free

Fig. 7.— Top — The magnetic pressure profile of a magnetic
bubble in the dimensionless cylindrical radius r̃ = ↵br. The blue
shaded region indicates the azimuthal standard deviation at each
radius from the center, and the dashed line shows the best-fit model
parameters for the Gaussian mangetic pressure enhancement given
by Equation 15. Bottom — The azimuthally averaged value of ↵
along with its predicted value (dashed line) given by Equation 16.
The top and bottom insets show two-dimensional relief plots of uB
and ↵, respectively.

equilibrium. For this particular run, with ↵
0

= 256 and
N = 3072, the value of ↵c ⇡ 128.
It turns out to be a coincidence that in this case

↵c ⇡ ↵
0

/2. We have performed a family of calculations,
varying ↵

0

between 8 and 128, and varying N between
128 and 8192. For each run, we recorded the value of ↵c,
time-averaged over roughly 100 snapshots between time
t = 10 and t = 16, which was late enough that the second
peak in P (↵) had emerged in each run. There was no sec-
ular evolution of ↵c. Figure 5 reveals that current layers
become increasingly narrow with higher resolution, but
also with increasing initial frequency ↵

0

. The scaling is
consistent with the expression

↵c = k
3/4
1

↵
1/4
0

(13)

where k
1

= N/30 is the turbulence cuto↵ frequency,
which has been determined by modeling the magnetic
energy spectrum, (see Figure 9) and is insensitive to ini-
tial conditions, depending only on the numerical scheme
and grid resolution.
The scaling given by Equation 13 indicates that in the

infinite resolution limit, the current layers will have zero
characteristic length. We are not able to say whether the
scaling could be associated with a physical property of
2D FFE at finite Reynolds number, or if might depend on
the details of the numerical scheme. This question could
be resolved by imposing the turbulence cuto↵ frequency
k
1

explicitly, and then varying the numerical resolution.
In other words, solutions to a resistive FFE system at a
given conductivity parameter will be necessary.
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Fig. 5.— Depenency of the current layer frequency ↵c on the
frequency ↵0 of the initial field configuration (top) and the grid
resolution N (bottom). ↵c is defined to be the second local maxi-
mum (other than ↵ = 0) in the probability density function P (↵),
where ↵ = B ·r⇥B/B2.

ration allowed by helicity conservation if and only if the
domain is three-dimensional.”
We have carried out a suite of calculations belonging

to one of four categories, being either two or three di-
mensional, and either helical or non-helical. Those that
are non-helical are, by construction, out of equilibrium at
t = 0 and could decay until they reach zero energy since
helicity conservation does not place any lower bound on
their magnetic energy. The helical ones are initially at
an unstable equilibrium, enter a period of turbulent re-
laxation, and settle in a force-free equilibrium of lower
energy. We considered initial conditions that are both of
the randomized type given by Equation 7 and the ABC
type given by Equation 8.
Our results are summarized in Figure 3, which shows

the time series UB for each of six di↵erent runs. As ex-
pected, the non-helical configurations decay toward zero
energy in both two and three dimensional settings. In
three dimensions, the helical configurations all terminate
in the lowest energy state allowed by helicity conserva-
tion 2. Both a randomized setup with ↵2

0

= 257 and the
2D ABC setup with ↵2

0

= 256 showed the same general
behavior. The latter setup was intentionally chosen to be
identical with the two-dimensional setup apart from the
inclusion of a low-level (one part in 108) white-noise per-

2 The state of lowest allowed energy can be referred to (e.g Shats
et al. 2005) as the spectral condensate.

Fig. 6.— Top — The helicity distribution dH/d versus the level
surface value  of the magnetic potential function, shown at 16
evenly spaced times up to t = 16 in a 2D ABC run with ↵0 = 32
and resolution 40962. As anticipated in Section 2.2, dH/d is
essentially constant in time. Middle — The volume distribution
dV/d , indicating the volume between level surfaces at a given
 . The separatrix surfaces  = 0 initially occupy the greatest
volume, become the current layers, and end up with the smallest
share of the volume. Bottom — The helicity per volume dH/dV.
Lighter, wider curves indicate earlier time whereas darker, thinner
curves indicate later times. The distributions are each normalized
to unity.

turbation introduced to break the z-translational sym-
metry.
Both of the helical two-dimensional runs terminate

their relaxation with an energy that is decreased to only
30% of its initial value. For example, a randomized 2D
initial condition with ↵

0

⇡ 256 settles in a state that has
roughly 77 times more magnetic energy than the Taylor
minimum energy state. This is not unique, as actually all
of our helical 2D runs where ↵

0

� 1 (including ↵
0

= 16)
settle in a state whose energy is decreased by roughly
30%. In Appendix A we show that, for the randomized
↵
0

= 256 model, the final energy is numerically converg-
ing to a value very near 30%. This means that the ter-
minal states in two dimensions are not linear equilibria.
In other words, they do approximately solve the force-
free condition Equation 2, but the value of ↵ is may vary
from one field line to another.

4.3. Helicity distribution

The fact that the 2D configurations do not relax into
linear equilibria stems from invariance of the helicity
distribution H( ) which we introduced in Section 2.2.
Figure 6 confirms that it does indeed remain constant
over time to a very good approximation, even while the
volume distribution over the magnetic potential dV/d 
changes significantly. The feature evident in the bottom
panel of Figure 6, where in the relaxed state most of the
volume is occupied by the extreme values of the magnetic
potential, can be connected to the formation of current
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layers which we discuss in the next section.
As an illustration that invariance of the helicity distri-

bution might prevent 2D relaxation from attaining longer
wavelength linear equilibria, consider that the magnetic
potential function Az of any 2D linear equilibrium satis-
fies

Az =

✓
H

2↵
0

L3

◆
1/2

Bz

B̄z

where B̄z is the root mean square value of Bz and H
is the total helicity. H( ) can be characterized by its
domain, namely the global maximum of |Az| which we
denote by  

max

. For two di↵erent linear equilibria with
frequencies ↵

0

and ↵0
0

to have the same helicity distribu-
tion, it would be necessary for them to at least share the
same values of H and  

max

, requiring that
✓
↵
0

↵0
0

◆
1/2

=
Bz,max

/B̄z

B0
z,max

/B̄0
z

. (12)

where Bz,max

is the global maximum of |Bz|. Note that
in general, B̄z  Bz,max

. For the particular case of the
2D ABC state B

1

= B
2

= 1, Equation 12 leads to the
requirement that ↵0

0

� ↵
0

/2, and therefore its relaxation
into a linear state with twice smaller energy is impossi-
ble. In other words, there is no way for the 2D ABC state
represented in Figure 6, whose ↵

0

= 32, to evolve into an-
other linear equilibrium whose frequency is smaller than
16, while preserving H( ). We suspect this argument
could be generalized further, but for now we leave it as a
conjecture that the wavelength of a linear 2D equilibrium
may be uniquely specified by its helicity distribution —
which if true would render it impossible for one linear 2D
equilibrium to relax into another of lower energy.

4.4. The current layers

During the turbulent relaxation of helical two-
dimensional configurations, the solution consists of op-
positely signed flux domains separated from one another
by a network of rotational force-free current layers. The
flux domains (black and white regions of Figure 1) have
nearly uniform Bz and are thus relatively current-free.
Across the current layers, the magnetic field direction
rotates through approximately 180�, while its magni-
tude (and thus magnetic pressure) remains fixed. One
such current layer is shown in Figure 2, where a one-
dimensional profile has been taken along the x-axis, pass-
ing through the layer where it is aligned with the y-axis.
It is evident that the current layers have a character-

istic frequency, which we denote by ↵c and determine
empirically as follows. Since the solution is near a force-
free equilibrium, the current is J ⇡ ↵B for some spatially
dependent frequency

↵ = B ·r⇥B/B2.

We anticipate that the probability density function P (↵)
will have two local maxima — one at ↵ = 0 correspond-
ing to the potential flux domain interiors and the other
at the frequency ↵c, marking the frequency of the cur-
rent layers. Figure 4 confirms this to be the case. It
shows P (↵) at logarithmically spaced times throughout
the relaxation, and reveals the location of the second
peak once the solution is su�ciently close to a force-free

Fig. 7.— Top — The magnetic pressure profile of a magnetic
bubble in the dimensionless cylindrical radius r̃ = ↵br. The blue
shaded region indicates the azimuthal standard deviation at each
radius from the center, and the dashed line shows the best-fit model
parameters for the Gaussian mangetic pressure enhancement given
by Equation 15. Bottom — The azimuthally averaged value of ↵
along with its predicted value (dashed line) given by Equation 16.
The top and bottom insets show two-dimensional relief plots of uB
and ↵, respectively.

equilibrium. For this particular run, with ↵
0

= 256 and
N = 3072, the value of ↵c ⇡ 128.
It turns out to be a coincidence that in this case

↵c ⇡ ↵
0

/2. We have performed a family of calculations,
varying ↵

0

between 8 and 128, and varying N between
128 and 8192. For each run, we recorded the value of ↵c,
time-averaged over roughly 100 snapshots between time
t = 10 and t = 16, which was late enough that the second
peak in P (↵) had emerged in each run. There was no sec-
ular evolution of ↵c. Figure 5 reveals that current layers
become increasingly narrow with higher resolution, but
also with increasing initial frequency ↵

0

. The scaling is
consistent with the expression

↵c = k
3/4
1

↵
1/4
0

(13)

where k
1

= N/30 is the turbulence cuto↵ frequency,
which has been determined by modeling the magnetic
energy spectrum, (see Figure 9) and is insensitive to ini-
tial conditions, depending only on the numerical scheme
and grid resolution.
The scaling given by Equation 13 indicates that in the

infinite resolution limit, the current layers will have zero
characteristic length. We are not able to say whether the
scaling could be associated with a physical property of
2D FFE at finite Reynolds number, or if might depend on
the details of the numerical scheme. This question could
be resolved by imposing the turbulence cuto↵ frequency
k
1

explicitly, and then varying the numerical resolution.
In other words, solutions to a resistive FFE system at a
given conductivity parameter will be necessary.



–Zrake & East (2015)

“Taylor conjecture is satisfied only in 3D.”
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Fig. 3.— Total magnetic energy UB as a function of time (since
the onset of nonlinear evolution t0). The energy of the terminal
state takes on one of three values. In the case of two-dimensional
helical evolution, the end-state contains coherent structures and re-
tains 30% of its initial energy, whereas for three-dimensional evo-
lution the end-state is a longest wavelength Taylor state whose
energy is reduced by a factor of ↵0 from its initial energy. When
the decay is non-helical magnetic energy decays perpetually to-
ward zero. The randomized initial condition ↵0 ⇡ 16 corresponds
to ↵2

0 = 257 and ↵0 ⇡ 256 corresponds to ↵2
0 = 65641.

tion discussed in Section 2.2,

H( ) =

Z
⇥(Az(x)�  )A ·Bd3x, (11)

where ⇥ is the Heavyside step function. In practice,
this diagnostic is more easily computed as the “helicity
density” function dH/d , which we calculate by binning
the lattice points according to their value of Az, and
assigning the weight A · B. We also create the volume
distribution dV/d by binning points according to Az

with uniform weights, and the helicity distribution over
volume dH/dV = dH

d /
dV
d .

4. RESULTS

Figure 1 shows the evolution of both two and three
dimensional freely decaying force-free magnetic turbu-
lence. Both of these calculations are initiated in the
2D ABC state, but the one on top takes place on a
two-dimensional domain where translational symmetry
is assumed in the z direction, and the bottom one was
given a low-level white-noise perturbation to break the
z-symmetry. The left-most image shows the solution
shortly after saturation of the linear instability that was
recently observed in East et al. (2015), an overview of
which is provided in Section 4.1. The di↵erence be-
tween the two runs is visually evident. While the three-
dimensional solution becomes increasingly smooth at late
times, the two-dimensional one maintains a network of
abrupt field reversals. These structures are force-free ro-
tational current layers, and are examined in depth in
Section 4.4. As we will see in Section 4.2, the total
magnetic energy dissipated is dramatically greater in the
three-dimensional case than in the two-dimensional case.
Both runs show evidence of the inverse cascade; large-
scale coherency of the magnetic field must result from dy-
namical transfer of some magnetic energy toward longer

Fig. 4.— Probability density function P (↵) at logarithmically
spaced times. The right-most vertical dashed line is the frequency
↵0 = 256 of the initial field configuration. The local maximum
at ↵ ⇡ 128 is the frequency ↵c of the current sheets (which is
resolution dependent), and the maximum at ↵ = 0 corresponds to
zero-current characterizing the flux domain interiors.

wavelengths since the initial spectrum is monochromatic
around k = ↵

0

. The inverse cascade will be examined in
detail in Section 4.6.

4.1. Linear instability of the excited Taylor states

Our helical initial conditions are linear force-free equi-
libria. Clearly they are stable when ↵

0

= 1 since such
states are global energy minima for a given magnetic
helicity. The question of the ideal stability of the pe-
riodic shorter wavelength (↵

0

> 1) Taylor states has a
conflicted history (e.g. Mo↵att 1986; Galloway & Frisch
1987; Er-Riani et al. 2014), which has recently been re-
solved in East et al. (2015). In that study, numerical
simulations of both FFE and relativistic MHD revealed
that ↵

0

> 1 Taylor states are linearly unstable to ideal
perturbations. The instability is marked by exponen-
tial growth of the electric field on roughly the Alfvén
wave crossing time of the initial structure size ↵�1

0

, and
saturates when the medium attains the Alfvén speed,
which for the magnetically dominated case is c, implying
the existence of regions where E ⇡ B. This instabil-
ity a↵ects generic states, and the only counter-examples
that were found were one-dimensional ABC states (e.g.
B

1

= 1, B
2

= 0, B
3

= 0) that are stable for all values of
↵
0

. Such states are pure plane waves having circular po-
larization, and are force-free by virtue of having uniform
magnetic pressure. All of our helical initial conditions are
short wavelength and either two or three dimensional,
and turbulent relaxation begins after the saturation of
the ideal instability.

4.2. Energy of fully relaxed configurations

Here we discuss the magnetic energy associated with
the end-state magnetic configurations. Since the Taylor
states have B = ↵

0

A, their energy is given simply by
↵
0

H/2. In other words, their energy is ↵
0

times larger
than the theoretical lower limit imposed by assuming the
state reaches ↵ = 1 at constant H. Whether or not dy-
namical relaxation processes settle with the field in this
global energy minimum remains an open question, but
here we provide some evidence to support the following
conjecture: “force-free magnetic relaxation starting from
periodic Taylor states ends in the lowest energy configu-
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Fig. 1.— Top: Two-dimensional turbulent relaxation in force-free electrodynamics at logarithmically spaced times (t =
0.08, 0.32, 1.28, 5.12). The initial condition is the ↵0 = 256 ABC field with B1 = 1, B2 = 1, B3 = 0 and grid resolution 30722. Shown
is the out-of-plane magnetic field component scaled linearly between the initial minimum and maximum values. The small red rectangle
overlying the right-most panel is the region shown amplified in Figure 2. The end-state is not a linear force-free equilibrium. Bot-

tom: Three-dimensional turbulent relaxation under the same conditions except that ↵0 = 16, the grid resolution is 5123, and the times
t = 0.625, 1.0, 3.0, 16.0 are chosen to elucidate the sequence of decay epochs. The color mapping accomodates the instantaneous data range,
as it decreases appreciably throughout the decay. The end-state is a linear force-free equilibrium with ↵ = 1.

Fig. 2.— Amplification of the small red rectangle overlying the rightmost panel of Figure 1, showing relief plots of the x, y, and z
components of the magnetic field (on the top three panels). The bottom panel shows one-dimensional profiles, taken along the horizontal
centerline (dashed magenta).

that the volume integrated electric and magnetic field
energies UE and UB , and the magnetic helicity H are
given by

UE =
X

i

PE(ki)�ki,

UB =
X

i

PB(ki)�ki,

H =
X

i

PH(ki)�ki.

We also define the characteristic frequency of each field
kE , kB , and kH as

kX =

P
i PX(ki)ki�kiP
i PX(ki)�ki

(10)

where X is one of E, B, or H. The most probable
wavenumber, where PX(k) is maximal, is denoted by k̃X .
In two dimensions, we track the “helicity mass” func-



576 J. C. McKinney and D. A. Uzdensky

A basic version of the overall argument of this paper is provided
in Section 2. The GRB jet structure is described in Section 3, some
possible field substructures are described in Section 4, the reconnec-
tion models are described in Section 5, results for GRBs and other jet
systems are described in Section 6, a discussion is in Section 7, and
conclusions are provided in Section 8. In Appendix A, the general-
ized full jet structure solution that is used throughout this paper is
obtained. In Appendix B, the equation of state (EoS) for all species
within the radiative current layer is presented. In Appendix C, the
collisional and collisionless reconnection models are discussed. We
assume a flat space–time in spherical polar coordinates (r, θ , φ), an
orthonormal basis for all vectors and Gaussian-cgs-Kelvin-radian
units.

2 BA S I C A R G U M E N T

In this section, a basic argument is presented to demonstrate the ex-
istence of a reconnection switch mechanism that leads to dissipation
near the GRB jet photosphere.

Fig. 1 shows a basic picture of the reconnection switch model
for a jet containing multiple current sheets each corresponding to a
layer wherein oppositely directed magnetic field lines are dissipated.
Near the central engine, dissipation proceeds via slow collisional
reconnection due to the high collisional rate. This allows the electro-
magnetic field to avoid significant dissipation despite the presence
of current sheets, and this allows the generation of a baryon-pure
strong electromagnetic field for launching an ultrarelativistic jet.
At large radii, pairs annihilate and the densities go down, lead-
ing to infrequent collisions. Collisionless plasma effects (e.g. due
to electron–proton or electron–positron decoupling) can then initi-
ate the much faster collisionless reconnection mode (operating in
a Petschek-like geometry) that disrupts the slow collisional mode
(operating in a Sweet–Parker like geometry) (Cassak et al. 2005).
This leads to a reconnection switch that triggers jet dissipation,
which (as shown below) initiates prompt emission near the GRB
jet photosphere. As mentioned in the introduction, the concept of
a reconnection switch has been applied to many astrophysical phe-
nomena, and in this paper we simply apply the same concept to
GRB jets.

The relevant length-scale for fast collisionless reconnection in
baryon-dominated plasmas is the proton skin depth

dp = c

ωpp
, (1)

with proton plasma frequency ωpp =
√

4πnpe2/mp, proton number
density np, charge e, proton mass mp and speed of light c. The
relevant scale for pair-dominated plasmas is the pair skin depth

de = c

ωpe
, (2)

with pair plasma frequency ωpe =
√

4πne,tote2/me, electron+pair
number density ne,tot = ne + npairs and electron mass me.

Collisions ensure that resistive MHD applies, which forces the
current layer to avoid the fast Petschek-like geometry in favour of a
Sweet–Parker like geometry (see e.g. Uzdensky & Kulsrud 2000).
The Sweet–Parker solution requires pressure equilibrium across the
current sheet. Assume, as valid for most of this paper, that the re-
connecting field is not significantly weaker than the guide field.
Then, the Sweet–Parker solution without a guide field can be used
to estimate any quantities to within factors of order unity. The elec-
tromagnetic pressure (pEM = uEM, where uEM is the electromagnetic
energy density) and thermal gas pressure (which, as borne out in

Figure 1. Reconnection switch concept: collapsar model or some other
system produces a jet (with opening half-angle θ j) corresponding to a gen-
eralized striped wind containing many field reversals that develop into dis-
sipative current sheets. The jet collimates due to confinement by the stellar
envelope out to a radius rmono, after which the jet (having become ultrarel-
ativistic) cannot expand laterally and becomes a nearly radial (monopolar)
flow. The figure shows toroidal field polarity reversals produced by dynamo
processes near the central engine or by turbulent entrainment at boundary
layers. In the reconnection switch model, these current sheets avoid signifi-
cant dissipation while in the collisional regime until they reach sufficiently
large radii where the plasma becomes collisionless and fast collisionless re-
connection is triggered. The curved dotted lines denote that the striped wind
continues down to the central engine. This paper focuses on the dissipation
processes within current sheets that ultimately lead to prompt emission.

this paper, is dominated by photon pressure pγ = uγ /3, where uγ is
the photon energy density) balance via

pEM ∼ pγ . (3)

Next, assume, as also borne out in this paper, that the collisional
resistivity against current-carrying electrons and positrons is dom-
inated by Compton scattering, then the corresponding magnetic
diffusivity is

η ≈ (4/3)d2
e (uγ σTc)/

(
mec

2
)

(4)

(Goodman & Uzdensky 2008), for Thomson scattering cross-
section σ T. Then, for electromagnetically dominated jets with rel-
ativistic Alfvén speeds, the collisional Sweet–Parker current sheet
thickness is

δSP ∼
√

L0η

c
, (5)

where L0 is the comoving length of the current layer as estimated
by the scale for variations in the electromagnetic field.
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ABSTRACT
Prompt gamma-ray burst (GRB) emission requires some mechanism to dissipate an ultra-
relativistic jet. Internal shocks or some form of electromagnetic dissipation are candidate
mechanisms. Any mechanism needs to answer basic questions, such as what is the origin
of variability, what radius does dissipation occur at, and how does efficient prompt emission
occur. These mechanisms also need to be consistent with how ultrarelativistic jets form and
stay baryon pure despite turbulence and electromagnetic reconnection near the compact object
and despite stellar entrainment within the collapsar model. We use the latest magnetohydro-
dynamical models of ultrarelativistic jets to explore some of these questions in the context
of electromagnetic dissipation due to the slow collisional and fast collisionless reconnection
mechanisms, as often associated with Sweet–Parker and Petschek reconnection, respectively.
For a highly magnetized ultrarelativistic jet and typical collapsar parameters, we find that
significant electromagnetic dissipation may be avoided until it proceeds catastrophically near
the jet photosphere at large radii (r ∼ 1013–1014 cm), by which the jet obtains a high Lorentz
factor (γ ∼ 100–1000), has a luminosity of Lj ∼ 1050–1051 erg s−1, has observer variability
time-scales of the order of 1 s (ranging from 0.001 to 10 s), achieves γ θ j ∼ 10–20 (for open-
ing half-angle θ j) and so is able to produce jet-breaks, and has comparable energy available
for both prompt and afterglow emission. A range of model parameters are investigated and
simplified scaling laws are derived. This reconnection switch mechanism allows for highly
efficient conversion of electromagnetic energy into prompt emission and associates the ob-
served prompt GRB pulse temporal structure with dissipation time-scales of some number
of reconnecting current sheets embedded in the jet. We hope this work helps to motivate the
development of self-consistent radiative compressible relativistic reconnection models.

Key words: accretion, accretion discs – black hole physics – magnetic reconnection – MHD
– methods: numerical – gamma-ray burst: general – galaxies: jets.

1 IN T RO D U C T I O N

Gamma-ray bursts (GRBs) are thought to originate from core-
collapse events or compact object mergers leading to magnetars
or accreting black holes (BHs) capable of launching ultrarelativis-
tic jets. The prompt emission from standard cosmological long-
duration GRBs has an energy of about 1051 erg over a few seconds
that is beamed into a jet with an opening half-angle of a few de-
grees (Frail et al. 2001; Bloom, Frail & Kulkarni 2003). The prompt
emission is typically presumed to occur in internal shocks (Sari &
Piran 1997). The internal shock model is reasonable because such
shocks are expected in an unsteady outflow, which then has an
observed variability on time-scales related to the central engine.

⋆E-mail: jmckinne@stanford.edu (JCM); uzdensky@colorado.edu (DAU)
†Chandra Fellow.

Within the collapsar (Woosley 1993; Paczynski 1998; MacFadyen
& Woosley 1999) or other GRB models, the observed variability
may arise indirectly from activity near the central compact ob-
ject, indirectly from entrainment driving propagation instabilities
(Aloy et al. 2000; Zhang, Woosley & Heger 2004; Morsony, Laz-
zati & Begelman 2007; Bucciantini et al. 2008a; Wang, Abel &
Zhang 2008), or directly from relativistic turbulence (Lyutikov &
Blandford 2003; Narayan & Kumar 2009; Zhang, MacFadyen &
Wang 2009),

However, the internal shock model has some unresolved prob-
lems. For example, highly relativistic relative motion between in-
teracting shells is required in order to efficiently generate photons
(Kobayashi & Sari 2001; Maxham & Zhang 2009); only a small
fraction of electrons should be accelerated in order to obtain consis-
tency with the observed peak energy (Shen & Zhang 2009); internal
shocks produce a steeper spectral slope than observed (Ghisellini,
Celotti & Lazzati 2000; Asano & Terasawa 2009); the afterglow
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Fig. 1.— Left: Schematic geometry of the model at hand. The emitting matter is moving relativis-
tically out of the reconnection x-points at a Lorentz factor �0 in the comoving frame (i.e. relative
to the bulk of the outflow). Right: The two reference frames used in this work: the lab frame with
the origin at the central source (in either Cartesian or spherical coordinates), and the comoving
frame (denoted by primes), traveling at a Lorentz factor � in the r̂ =

ˆ

z

0 direction and centered at
the emission point.

Fig. 2.— Lightcurves of a single pulse with a power-law between R

0

and R

f

= 2R

0

(left panel)
and log-normal (right panel) dependence of the luminosity on radius. All cases are plotted for a
typical Band function spectral emissivity and �

0
= 3,m = 0, d = 0, k = 1. The flux is given

in units of the “natural” flux F

0

(giving in Eq. [26]), and shown as a function of the normalized
time ¯

T or ˜

T (given in Eq. [27]). ˜

T = 0 corresponds to the ejection time, and ¯

T = 0 corresponds
to the time when the first photons reach the observer. We show results for power-law and log-
normal luminosities as a function of radii for three different values of the power-law index a and
the standard deviation �

lnR

, respectively.
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Properties of GRB Lightcurves from Magnetic Reconnection

Paz Beniamini1 and Jonathan Granot2

ABSTRACT

Almost five decades after the discovery of gamma-ray bursts (GRBs), the en-
ergy dissipation mechanism within their ultra-relativistic outflows that drives their
extremely luminous prompt �-ray emission remains uncertain. The two leading can-
didates are internal shocks and magnetic reconnection. While the expected emission
from internal shocks has been extensively studied, that from magnetic reconnection
still has very few quantitative predictions. Here we study the expected prompt GRB
emission from magnetic reconnection and compare its expected temporal and spectral
properties to observations. The main difference from internal shocks is that for mag-
netic reconnection one expects relativistic bulk motions with a Lorentz factor of �0 &a
few in the mean rest frame of the outflow – the comoving frame. We consider a thin
(locally) spherical emitting shell (or reconnection layer) expanding at a bulk Lorentz
factor � � 1 in which the emitting material moves with �

0 in the comoving frame
along this layer in two anti-parallel directions (e.g. of the reconnecting magnetic field
lines). The resulting relativistic beaming of the emitted radiation in the comoving
frame affects the temporal and spectral properties of the GRB lightcurves. In partic-
ular, if the emission occurs in radii R

0

< R < R

0

+ �R then (for a constant �) the
observed pulse width is �T ⇠ T

0

max(1/�

0
, �R/R

0

) where T

0

= R

0

/2c�

2, i.e. it
can be up to ⇠ �

0 times shorter than for isotropic emission in the comoving frame.
Such an anisotropic emission from magnetic reconnection can potentially reproduce
many of the observed prompt GRB properties: its variability, pulse asymmetry and
the very rapid decay phase at its end. It can also account for many of the observed
correlations: luminosity-variability, peak luminosity – peak frequency, pulse width en-
ergy dependence/spectral lags, and both hard to soft evolution (for �0 . 2) or intensity
tracking (for �0

> 2).
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“striped wind in co-moving frame” 

(really, it’s an ABC field with small B and C=0)

(unpublished)



This suggests that “MFrED” could power the 
prompt emission, but onset is controlled by 

causality, not microphysics.



Conclusions
• “Excited” Taylor states are unstable 

• Current-layers are not generic in highly magnetized plasma without 

walls (3D) 

• 2D is very different (we know this) 

• Magnetic free energy dissipation is universal; no Lundquist 

number dependence



More conclusions

• Strongly magnetized plasma promptly attains a 

minimally dissipative state, unless forced 

• No metastable hydromagnetic equilibria? Is this 

true?
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INVERSE CASCADE OF NONHELICAL MAGNETIC TURBULENCE IN A RELATIVISTIC FLUID
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ABSTRACT

The free decay of nonhelical relativistic magnetohydrodynamic turbulence is studied numerically, and found to
exhibit cascading of magnetic energy toward large scales. Evolution of the magnetic energy spectrum PM (k, t) is
self-similar in time and well modeled by a broken power law with subinertial and inertial range indices very close
to 7/2 and −2, respectively. The magnetic coherence scale is found to grow in time as t2/5, much too slow to
account for optical polarization of gamma-ray burst afterglow emission if magnetic energy is to be supplied only at
microphysical length scales. No bursty or explosive energy loss is observed in relativistic MHD turbulence having
modest magnetization, which constrains magnetic reconnection models for rapid time variability of GRB prompt
emission, blazars, and the Crab nebula.

Key words: gamma-ray burst: general – magnetic fields – magnetohydrodynamics (MHD) – turbulence

Online-only material: color figure

1. INTRODUCTION

Freely decaying magnetohydrodynamic (MHD) turbulence is
a phenomenon of fundamental importance within the theory of
magnetized fluids. That its operation may include the cascading
of energy toward larger scales bears far-reaching implications
in cosmology and high-energy astrophysics. For example, the
strength and coherence scale of the present-day galactic mag-
netic field could be explained by inverse cascading from ex-
tremely small-scale fields seeded by phase transitions in the
early universe (Field & Carroll 2000; Tevzadze et al. 2012).
Inverse cascading of magnetic energy, if sufficiently fast, could
also explain recent measurements of strong optical polariza-
tion in gamma-ray burst (GRB) afterglows (Uehara et al. 2012;
Mundell et al. 2013), where magnetic energy production is be-
lieved to operate only at very small scales.

Turbulent inverse cascades are associated with the accumu-
lation of energy at wavelengths longer than the turbulence inte-
gral scale. They entail the self-organization of turbulent struc-
tures, wherein order emerges from chaotic initial conditions.
A familiar example is that of two-dimensional hydrodynamic
turbulence, where inverse cascading of kinetic energy is a con-
sequence of global enstrophy conservation. Inverse cascades are
qualitatively distinct from direct cascades in that they shift en-
ergy away from, rather than toward, the dissipation scale. In gen-
eral, turbulent energy flux moves in both directions. However, in
three-dimensional hydrodynamic turbulence, modes above the
integral scale are damped by instabilities faster than they are
pumped by motions in the inertial range.

Since the work of Frisch et al. (1975), it has been well
appreciated that MHD turbulence may exhibit inverse cascading
as a consequence of global magnetic helicity conservation.
However, the literature to date is still conflicted on whether
helicity is a necessary condition for inverse cascading to
occur. It was shown by Olesen (1997) and Shiromizu (1998)
that inverse cascading could be expected even for nonhelical
configurations, as a consequence of rescaling symmetries native
to the Navier–Stokes equations, but no inverse cascading was
seen in numerical studies based on EDQNM theory (Son 1999)
or direct numerical simulations with relatively low resolution

(Christensson et al. 2001; Banerjee & Jedamzik 2004). Given
that mechanisms for helicity production in the early universe
are uncertain, and completely absent from regions of GRB
afterglow emission, it is crucial to understand the operation
of freely decaying nonhelical MHD turbulence.

In this Letter, we establish that helicity is not a necessary
condition for inverse cascading in relativistic MHD turbulence.
The intended domains of applicability are the evolution of
primordial magnetic fields, and those thought to be responsible
for the synchrotron emission of GRB afterglows. Given that
neither is free of relativistic complications, our results are based
on numerical solutions of the relativistic MHD equations. We
adopt the initial value problem PM (k, 0) ∝ δ(k − k0), where
k−1

0 is much smaller than the simulation domain (PM (k, t) is
defined so that the electromagnetic energy density EM (t) =∫

PM (k, t) dk). This choice permits the system to evolve toward
a universal energy spectrum, allowing the sub-inertial and
inertial range indices to be measured instead of imposed.

Numerical simulations exhibiting inverse cascades in non-
helical, nonrelativistic MHD turbulence were reported by
Brandenburg et al. (2014) concurrently with the preparation
of this work. Our treatment goes farther by including relativistic
effects, and by proposing a self-similar ansatz for the evolu-
tion of PM (k, t) which agrees very closely with the simula-
tion results. We have studied freely decaying MHD turbulence,
whereas Brandenburg et al. (2014) assumed continuous mag-
netic energy injection at small scales. Despite these differences,
both studies support the existence of inverse magnetic energy
transfer in non-helical MHD turbulence. The case of relativistic
MHD turbulence driven continuously at large scales as been
treated previously (Zrake & MacFadyen 2011, 2013). Our nu-
merical setup is described in Section 2. Simulation results and
our self-similar ansatz are given in Section 3. In Section 4.3 we
suggest a phenomenological picture that accounts for inverse
cascading of MHD turbulence. We also draw comparisons with
previous numerical and analytical work in Section 4.1, and in
Section 4.2 examine the generality of the initial value problem
chosen for this study. Finally, in Section 4.4 we discuss the im-
plications of our findings to the physics of GRB prompt and
afterglow emission.

1

Spontaneous Decay of Periodic Magnetostatic Equilibria

William E. East,* Jonathan Zrake, Yajie Yuan, and Roger D. Blandford
Kavli Institute for Particle Astrophysics and Cosmology, Stanford University,
SLAC National Accelerator Laboratory, Menlo Park, California 94025, USA

(Received 17 March 2015; published 28 August 2015)

In order to understand the conditions that lead to a highly magnetized, relativistic plasma becoming
unstable, and in such cases how the plasma evolves, we study a prototypical class of magnetostatic
equilibria in which the magnetic field satisfies ∇ ×B ¼ αB, where α is spatially uniform, on a periodic
domain. Using numerical solutions, we show that generic examples of such equilibria are unstable to ideal
modes (including incompressible ones), which are marked by exponential growth in the linear phase. We
characterize the unstable mode, showing how it can be understood in terms of merging magnetic and
current structures, and explicitly demonstrate its instability using the energy principle. Following the
nonlinear evolution of these solutions, we find that they rapidly develop regions with relativistic velocities
and electric fields of comparable magnitude to the magnetic field, liberating magnetic energy on dynamical
time scales and eventually settling into a configuration with the largest allowable wavelength. These
properties make such solutions a promising setting for exploring the mechanisms behind extreme cosmic
sources of gamma rays.

DOI: 10.1103/PhysRevLett.115.095002 PACS numbers: 52.27.Ny, 52.35.Py, 95.30.Qd

Introduction.—Magnetic stability is a fundamental ques-
tion in a range of fields from laboratory plasma physics,
where it influences the viability of fusion devices [1], to
space physics, where it controls the structure of magnetic
fields within stars and planets [2]. In high-energy astro-
physics, the spontaneous release of energy associated with
transitions between magnetic equilibrium states is of
particular importance for understanding the dramatic
gamma-ray activities from pulsar wind nebulae [3,4],
magnetars [5–8], relativistic jets associated with active
galactic nuclei [9–12], and gamma-ray bursts. These
diverse sources exhibit powerful gamma-ray flares on time
scales that are short compared with their light-crossing
times [7,11,12], and they seem to require that electrons and
positrons be accelerated throughout extended regions, to
energies as high as several PeV [13,14]. The most dramatic
variations are likely produced in the relativistic electro-
magnetic outflows away from the central engine (neutron
stars or black holes), and a mechanism is pressingly needed
to explain the rapid, volumetric conversion of magnetic
energy into high energy particles and radiation. Here, we
consider whether such a process may be triggered by
magnetic instability in the outflow. These outflows may
initially accelerate, so they cannot be crossed by hydro-
magnetic waves in an outflow time scale. However, they
will eventually decelerate when their momentum flux
decreases to that of the external medium, bringing
disconnected regions back into causal contact where they
are likely to be unstable [15].
To understand the conditions under which a plasma

becomes unstable, and to follow its subsequent nonlinear
evolution in an idealized setting, we focus on a model class

of force-free equilibria, which we find evolves in a manner
that is both surprising on formal grounds and highly
suggestive of the behavior of the most dramatic cosmic
sources. Force-free solutions, where the Lorentz force
vanishes, are an excellent approximation for highly con-
ducting and strongly magnetized plasmas, where the
plasma inertia and pressure is subdominant to the magnetic
field, and they have been used extensively across different
fields. A particularly important class of force-free equilibria
that are conjectured to arise naturally from magnetic
relaxation are the so-called Taylor states, which satisfy
the Beltrami property ∇ ×B ¼ αB, where α is a constant
[16]. These solutions have played an important role not
only in laboratory plasma physics [17] but also in solar
physics [18–20], astrophysics [21], and beyond [22]. In this
Letter we focus on space-periodic equilibria as a simple,
computationally tractable setting free of the effect of
confining boundaries (as in extended outflows). Though
there is much literature studying such solutions [16,23–26],
important facts regarding their stability have not been
appreciated. Focusing on a prototypical example, the
“ABC” solutions [27] (defined below), Ref. [25] claimed
that such solutions are stable to incompressible perturba-
tions (see also Ref. [26]). Here we show that, in fact,
generic periodic Beltrami magnetic fields are linearly
unstable, even to incompressible deformations. The only
exceptions we find are special cases lacking magnetic
curvature and those in the fundamental mode or ground
state having the lowest magnetic energy compatible with
conservation of magnetic helicityHM ¼

R
A ·BdV (where

A is the magnetic vector potential). The instability we
find is ideal, in contrast to previous studies of dissipative
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Jonathan Zrake and William E. East
Kavli Institute for Particle Astrophysics and Cosmology, Stanford University, SLAC National Accelerator Laboratory, Menlo Park, CA

94025, USA
Draft version September 2, 2015

ABSTRACT

Freely decaying relativistic force-free turbulence is studied for the first time. We initiate the magnetic
field at a short wavelength and simulate its relaxation toward equilibrium on two and three dimensional
periodic domains, in both helical and non-helical settings. Force-free turbulent relaxation is found to
exhibit an inverse cascade in all settings, and in 3D to have a magnetic energy spectrum consistent with
the Kolmogorov 5/3 power law. 3D relaxations also obey the Taylor hypothesis; they settle promptly
into the lowest energy configuration allowed by conservation of the total magnetic helicity. But in 2D,
the relaxed state is a force-free equilibrium whose energy greatly exceeds the Taylor minimum, and
which contains persistent force-free current layers and isolated flux tubes. We explain this behavior
in terms of additional topological invariants that exist only in two dimensions, namely the helicity
enclosed within each level surface of the magnetic potential function. The speed and completeness of
turbulent magnetic free energy discharge could help account for rapidly variable gamma-ray emission
from the Crab Nebula, gamma-ray bursts, blazars, and radio galaxies.
Subject headings: magnetohydrodynamics — turbulence — magnetic fields — gamma-rays: bursts —

1. INTRODUCTION

The most extreme sources of high energy astrophysi-
cal radiation are widely believed to exist in magnetically
dominated, relativistic environments. Jets powered by
super-massive black holes, plasma winds driven by pul-
sars, and gamma-ray bursts are prime examples. The
violent intermittency of gamma-ray production by these
systems could be taken as strong evidence that turbu-
lence is critically linked to their radiative output. And
yet, the physics of magnetically dominated, relativistic
turbulence remains nearly unexplored.
The importance of understanding turbulence in this

new regime is underscored by the discovery of power-
ful gamma-ray flares originating within the Crab Neb-
ula (Abdo et al. 2011; Tavani et al. 2011). Moreover,
rapid time variability seems to be ubiquitous among
gamma-ray emitters; the blazars PKS 2155-304 (Aha-
ronian et al. 2007), 1510-089 (Saito et al. 2013), and 3C
279 (Hayashida et al. 2015), as well as radio galaxies such
as M87 (Aharonian et al. 2006) and IC 310 (Aleksić et al.
2014), have each been observed to produce sporadic, high
intensity outbursts of gamma-radiation. Such dramatic
enhancements of synchrotron or inverse Compton emis-
sivity require a reservoir of free energy to spontaneously
energize the active region’s electron population. If that
free energy resides in magnetic fields, then its discharge
could be triggered by magnetic reconnection — the gen-
eral picture of which has been rendered in many di↵erent
ways (Lyutikov & Uzdensky 2003; Lazarian et al. 2003;
Zhang & Yan 2011; McKinney & Uzdensky 2012; Sironi
& Spitkovsky 2014; Blandford et al. 2015).
In this paper we intend to demonstrate that magnetic

free energy discharge can proceed from field geometries
that are far more general than those typically consid-
ered in reconnection models, and on a time scale that
is not limited by the rate with which microphysical or
anomalous (e.g. Lazarian & Vishniac 1999) resistivity
can destroy magnetic flux. This amounts to extend-

ing the historical problem of magnetic relaxation (e.g.
Chandrasekhar & Fermi 1953) to relativistic, magneti-
cally dominated conditions. We focus on only a few of
the many aspects of this topic that could be studied.
Briefly, they are: (1) the rate and completeness of mag-
netic free energy discharge in various topological settings,
(2) a characterization of persistent non-linear structures,
and (3) the spectral energy distribution of freely decaying
relativistic force-free turbulence. To be most relevant for
astrophysical gamma-ray emission, we are interested in
regions far from any solid boundaries that could anchor
the magnetic field (so periodic domains are appropriate),
and where the plasma is nearly perfectly conducting, in-
viscid, and magnetically dominated — conditions which
are the domain of force-free electrodynamics (FFE) the-
ory.
Force-free electrodynamics forms the basis for histori-

cal theories of pulsar magnetospheres (Goldreich & Ju-
lian 1969; Spitkovsky 2006) and angular momentum ex-
traction from black holes (Blandford & Znajek 1977),
and continues to be a widely used description for study-
ing these highly relativistic settings (Palenzuela et al.
2010; Yang et al. 2015; Gralla et al. 2015). It can be
derived from relativistic magnetohydrodynamics (MHD)
when the electromagnetic contribution to the stress-
energy tensor greatly exceeds contributions from matter,
and hence it captures the essential non-linear dynamics
of relativistic MHD for the regime of interest. It also
admits a numerical approach that is more robust and
e�cient than relativistic MHD solution schemes.
Turbulence in force-free electrodynamics has only been

considered in a few previous studies. The theory of
Alfvén wave turbulence in the presence of a strong guide
field, originally formulated for Newtonian MHD by Gol-
dreich & Sridhar (1995), has been extended to the mag-
netically dominated, relativistic regime by Thompson &
Blaes (1998). Alfvén wave turbulence has since been
studied numerically in both the momentum balanced
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Fig. 11.— Left - Error in the conservation of magnetic helicity H. The upper panel shows the fractional helicity change �h(t) =
H(t)/H0 � 1 on symmetric logarithmic axes (to account for anomolous helicity change of either sign) for six di↵erent values of the mesh
spacing h. The dashed magneta line shows the Richardson-extrapolated value of �h(t), which remains constant at roughly 10�3. The
lower panel shows the convergence order of �h(t) at representative times. Right - Evolution of the total magnetic energy UB(t) for the
same six values of the mesh spacing. The dashed magenta line on the upper panel shows the Richardson-extrapolated time series of UB(t),
and the convergence order is shown on the lower panel.
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